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Preface
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Investments Research Program managed by the Institute for Water Resources. The report
was prepared to fulfill work units in the research program concerning risk management
strategy. These work units focused on developing and applying the concepts of risk
communication to water resources issues. The report conforms to the basic planning
model and to the risk and uncertainty analysis recommendations presented in "Economic
and Environmental Principles and Guidelines for Water related Land Resources
Implementation Studies” (P&G).

The purpose of this research project was to provide methods for expert-opinion elicitation
of probabilities and consequences for Corps facilities for the use of planners, engineers,
and others. The report consists of six chapters, references, and acknowledgements. The
chapters provide a technical discussion of statistical terms and concepts; detailed
discussion of experts and the expert elicitation process followed by an example of
processes with results.

This report was prepared by Bilal M. Ayyub, PhD, PE, under terms of a contract with the
U.S. Army Corps of Engineers Institute for Water Resources. Dr. David A. Moser was the
contract manager for the report and is the manager of the Risk Analysis for Water
Resources Investments Research Program. Dr. Moser, assisted by Ms. Darlene R. Guinto,
served as final editors. This research was initiated under the supervision of Mr. Michael
Krouse, retired Chief of the Decision Methodologies Division and Mr. Kyle Schilling, retired
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Abstract

Risk analyss and risk-based decison making for maintaining the integrity of the U. S. Army Corps of
Engineers (USACE) fadilities require the knowledge of two main quantities for components, and
systems, their unsatisfactory-performance probability and consequences. Sometimes thisinformation is
not available from historical records, prediction methods or literature review. Also, sometimesthereisa
need to perform a preliminary risk evauation of components within a system for the purpose of planning
future rdiability and risk andyses or for the purpose of performing initid screening of components.

Also, in many stuaions classica frequency analysis cannot be used or is prohibitively expengveto
quantify the existing risk or the change in risk related to USACE activities. These casestypicaly lack
higtorica data, or USACE activities create new conditions without useful datafor risk anadlyss. In
addition, models to assst in quantifying risk may not be available or may be very dataintensve. The
USACE isincreasingly turning to using expert opinionsin avariety of andyses. Some of the issues
dready invedigated by the Corpsinclude () quantifying the probaility of falure of navigation lock
components, (b) quantifying the probability and consequence of navigation lock closure, (€) estimating
the probability of events requiring emergency gete usage at hydropower plants, and (d) predicting the
vessd safety improvements from deep channd widening. Expert-opinion eicitation can provide the
USACE with ameans of gaining information on these essentid risk-related quantities.

The expert-opinion dicitation process was defined as aformal, heuristic process of obtaining
information or answers to specific questions about certain quantities, caled issues, such as

unsati Sfactory-performance rates, unsati sfactory- performance consequences and expected service life.
Expert-opinion eicitation should not be used in lieu of rigorous religbility and risk anayticad methods, but
should be used to supplement them and to prepare for them. Also, it should be used in cases where
reliability and risk andytica methods are ingppropriate or inconsstent. 1t should be preferably
performed during a face-to-face meeting of members of an expert pand that is developed specificdly
for the issues under consideration. The meeting of the expert panel should be conducted after
communicating to the expert in advance to the meeting background information, objectives, list of issues,
and anticipated outcome from the meeting. In this document, the different components of the expert-
opinion dicitation process are described, and then the processitsdlf is outlined and discussed.

This study provides methods for expert-opinion dicitation of probabilities and consequences for Corps
facilities for the use of planners, engineers, and others should they choose to use expert judgment. The
report documents techniques for diciting expert opinion on possible events and their probabilities for
gpplication to Corpsfacilities. Historica background on the development of expert-opinion icitation,
its limitations, current uses, and example gpplications rdevant to different engineering, planning, and
operations decisions problems are provided in the report. Because usng expert judgment can be easly
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abused, the report provides guidelines for the use of this technique and limitations of the method. Along
with these methods, users are provided with guidance that defines acceptable practice and usage of
expert opinion in Stuations with a scarcity of historica data



1. Uncertainty in Engineering Systems

Risk studies for maintaining the integrity of Corps facilities require the assessment of unsatisfactory-
performance probabilities and consequences of engineering systems. This chapter provides
introductions to engineering systems and uncertainty in the context of knowledge and ignorance as
background information for introducing and developing expert- opinion dicitation methods.

1.1. Engineering Systems

The processes of engineering anadlyss and design can be systematicaly performed within a systems
framework. Generdly, an engineering project can be modeled to include a segment of its environment
that interacts sgnificantly with it to define an engineering sysem. The boundaries of the system are
drawn based on the god's and characterigtics of the project, the class of performances (including
falures) under consderation, and the objectives of the andyss.

A generaized systems formulation alows researchers and engineers to devel op a complete and
comprehensve understanding of engineering products, processes and activities. In asystem
formulation, an image or amodel of an object which emphasizes certain important and critical properties
isdefined. Systems are usudly identified based on the level of knowledge and/or information that they
contain. Based on their knowledge levels, systems can be classified into consecutive hierarchicd levels.
The higher levesinclude dl the information and knowledge introduced in the lower ones in addition to
more specific information. System definition is usudly the first step in an overal methodology
formulated for achieving a set of objectives.

Thefirg gep in engineering- problem solving is to define the architecture of asystem. The definition can
be based on observations at different system levels that are established based on the godl's of the
project. The observations can be about the different eements (or components) of the system,
interactions among these el ements, and the expected behavior of the syssem. Each level of knowledge
that is obtained about an engineering problem defines a system to represent the project. As additiona
levels of knowledge are added to previous ones, higher epistemologicdl levels of system definition and
description are possible which, taken together, form a hierarchy of the system descriptions.

Informaly, what is an engineering system? According to the Webster’ s dictionary, a system is defined

interdependent group of items forming aunified whole” For engineers, the
definition can be stated as “aregularly interacting or interdependent group of items forming a unified
whole that has some attributes of interest.” Alternately, a system can be defined as a group of
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interacting, interrelated, or interdependent e ements that together form a complex whole that can be a
complex physica structure, process, or procedure of some attributes of interest. All the parts of a
system are related to the same overall process, procedure, or structure, yet they are most likely al
different from one ancther and often perform completely different functions.

Systems engineering can be defined as a discipline that establishes the configuration and Sze of system
hardware, software, facilities, and personnd through an interactive process of andyss and design,
satifying an operationad mission need in the most cost-effective manner. A system engineering process
identifies misson requirements and trandates them into design requirements a succeeding lower levels
to insure operationa and performance satisfaction. Control of the evolving development processis
maintained by a system engineering organization through a continuing series of reviews and audits of
technical documentation produced by system engineering and other engineering organizations.

Figure 1-1 shows how system engineers as people identify needs from an environment, define
engineering problems, and provide solutions that feed into the environment through a dynamic process.
The essence of system engineering is structure. Therefore, a system engineer is expected to andyze and
define the system as a set of elements or parts so connected to form awhole. The particular structure
chosen iskey to system engineers understanding by making the needed choices to determine what
congtitutes its elements and associated technologies, cost, and schedule for the success of the completed
sysem. There are no clearly defined guidelines for the choice of system elements. However, the
elements define the interfaces. Controlling, optimizing, and understanding interfaces isamgor task of
system engineers. Understanding the “Big Picture’ is key to helping to identify interfaces which affect
the dements chosen, which can change the structure of the system.

People

Definition y
of Needs

System-based
Formulation of
Engineering

Problems

Development
of Solutions

Figure 1-1. Engineersand Systems Relationships



Example 1-1. Definition of Systems for Safety Assessment Purposes of Flood-Control Dams

The primary purposes of most flood-control dams are flood control and grade stabilization. A
secondary function is trgpping sediment. FHood-control dams are designed and constructed for a
sufficient capacity to store runoffs from aten to hundred-year sorm. A principd spillway is commonly
used to pass flood water from the storage poal, i.e., adam’ s reservoir, by means of a pipe through the
dam over aperiod of severd days. Any excess runoff from the desgned storm passes immediately over
an emergency pillway. The emergency spillway is usualy a grassed waterway. Some flood control
damsin dry and windy areasrarely contain any water but must have large capacities to control flash
floods. Figures 1-2 and 1-3 show aflooded dam and adam failure, respectively. Figure 1-2 shows
workers trying to cross aflooded dam. Figure 1-3 shows a segment of the failed reservoir of the dam.

The U.S. Army Corps of Engineers (USACE) has the responsihility of planning, designing, congtructing
and maintaining alarge number of U.S. flood-control dams. The safety of these damsis of greet interest
to the USACE. The safety assessment of a dam requires defining a dam system to include (1) the dam
facility of structures, foundations, spillways, equipment, warning systems, and personnd, (2) the
upstream environment that can produce storms and floods, and (3) the downstream environment that
includes the potentia sources of flood consequences. Example functiond requirements and adam
system breakdown are shown in Figures 1-4 and 1-5, respectively. Due to the complexity of sorm
development and yidd, the upstream segment of the system is difficult to define and would require a
subgtantia effort leve to sudy. Similarly, the downstream segment is complex in its nature and methods
of assessment. The dam facility typicdly receives the bulk of engineering attention. Systems engineers
need to properly define the system with a proper dlocation of detailsin order to achieve an intended

study god.

Figure 1-2. Workers Crossing L acamas L ake Dam in Camas Washington During February
1996 Flood



Figure 1-3. Dam Failure on the dope of Seminary Hill, Centralia, Washington, 1991

Dam
|
v v
Serviceability Safety
Requirements Requirements
|
1 v v
Strength Flood Control
Water Release
\ 4 A —
Pool Water Structural/ Stability
Level Geotechnical
Integrity v L
Flood Plain Downstream
Dams

Figure 1-4. Functional Requirementsfor a Dam
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Spillwi Turbines ¢
Upstream H_Se|5m|c g Y A4 Lifelines
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\ 2R v v
Earth Vegetation Initial Level Capacity
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Water Bodieq Water Bodies
v v
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Figure 1-5. System Breakdown for a Dam

1.2. Ignorance and Knowledge

The development of engineering models requires knowledge and information. Knowledge can be
defined as the body of truth, information, and principles acquired by humankind about a system of
interest. Information is a subset of knowledge that is acquired by investigation, sudy, or ingtruction
about a system. However, knowledge and information about the system might not congtitute the
absolute State of the system’s existence, i.e,, its absolute truth. Knowledge is defined in the context of
the humankind, and cannot be removed from it. As aresult, knowledge would dways reflect the
imperfect nature of humans that can be attributed to their reliance on their senses for knowledge
acquisition, and mind for extrapolation, creativity and imagination, bias, and their preconceived notions
due to time asymmetry. An important domain in defining the absolute truth of a system isnon
knowledge or ignorance.

Time and its asymmetry are crucia in defining knowledge and ignorance (Horwich 1987). Kurt Gode
gpeculated in theory which is consstent with the Generd Theory of Rdativity that time flows from the
past to the future passing through the present, and allows for “time travel” to the past. However, we
can safely state based on our current technology and knowledge base that time as a phenomenon has a
unidirectiond flow. Timeis, therefore, aone-dimensond continuum of ingants with temporaly



occurring events. The present (or now) isagliding index that moves in aunidirectiond form from the
pest to the future. “It isasif we werefloating on ariver, carried by the current past the manifold of
events which is spread out timeesdy on the bank,” said Plato.

Engineering is a practice that often tries to make statements about the future. However, Aristotle
asserted that contingent statements about the future have no truth value, unlike statement made about the
past and present which are determinably ether true or false. Events of interest can be viewed to
progressin time tredlike with fixed branches of the past, and forming branches of the present.

However, the future contains branching manifold of undetermined possibilities. Many scientific and
engineering laws and principles display tempord irreversibility such as thermodynamic system changes,
chemicd reactions, etc. Therefore, they can be viewed as time-asymmetric system changes and
trangtions. In addition, there are many physica processes that do not have tempora inverses.

Knowledge is primarily the product of the past as we know more about the past than the future. For
example, we can precisely describe past daily temperatures, but cannot accurately forecast future
temperatures. Time asymmetry of knowledge can be attributed to severd factors of which the
ggnificant onesare

1. our limited capacity to free ourselves from the past in order to forecast in the future;

2. our inahility to go back in time and verify higtorica daims, therefore it gives us overconfidence in the
superiority of our present knowledge; and

3. theunidirectiona nature of causation to the past but not the future. We tend to explain phenomena
based on antecedents rather than consequences. Therefore, we assume that causes precede
effects. Although, the order can be switched for some systems, as someone might be creating the
effects needed for some causes. The unidirectiond tempora nature of explanation might not be true
al the times, and sometimes can be non-verifiabdle.

Engineers tend to be preoccupied more with what will happen than what has happed. This
preoccupation might result in bias and time asymmetry. Engineering systems can be characterized by
their goals aswell as by their causes, thereby removing some of this asymmetry.

Generdly, engineers, aswell as humans, tend to focus on what is known and not on the unknowns.
Even the English language lendsitsdlf for thisemphasis. For example, we can easlly State that Expert A
informed Expert B, whereas we cannot directly state the contrary. We can only state it by using the
negation of the earlier satement as“Expert A did not inform Expert B.” Statements such as “ Expert
A misinformed Expert B,” or “Expert A ignored Expert B” do not convey the same (intended)
meaning. Another example is “John knows David,” for which ameaningful direct contrary statement
does not exist.

Engineers tend to emphasize knowledge and information, and intentionaly or unintentionaly brush asde
ignorance. In addition, information sometimes can be mideading because it does not have the truth
content that was assigned to it. In generd, knowledge and ignorance can be classified as shown in
Figure 1-6 using rectangles with crisp boundaries for the purpose of illugtration. The shapes and
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boundaries can be redidtically made irregular and/or fuzzy. The absolute truth about a system, as shown
by the shaded rectangle, isintringcaly unattainable due to the fallacy of humans. The knowledge base
of humans about a system isamixture of truth and falacy. Therefore, there are two types of ignorance:
(1) ignorance within the knomedge base, and (2) ignorance outside the knowledge base. True
knowledge is schematically defined by the intersection of these two rectangles. An engineer or expert
has some knowledge about the system as shown in the figure using dlipses for illudrative purposes,
however, there are three types of dlipses: (1) true knowledge of the expert, (2) self-perceived
knowledge by the expert, and (3) perception by others of the expert’s knowledge. The true knowledge
of the expert might be smdler than the sdf-percelved knowledge by the expert, and the difference
between the two typesis a measure of overconfidence that can be partialy related to the expert’s ego.
Idedlly, the three elipses should be the same, but commonly they are not. Also, their rdative sizes and
positions within the absolute truth and knowledge base are unknown. It can be noted from Figure 1-6
that the expert’ s knowledge can extend beyond the knowledge base into the absolute truth area as a
result of cregtivity and imagination of the expert. Therefore, the intersection of the expert’ s knowledge
with the ignorance space outside the knowledge base can be viewed as a measure of cregtivity and
imagination. Another expert (i.e., Expert B) would have her/his own dlipses that might overlap with the
elipses of Expert A, and might overlgp with other region by varying magnitudes.

Absolute Truth
\ Ignorance outside the

Knowledge

\ Knowledge Body

<0 True
~\/ Knowledge

Ignorance within the
Knowledge Body

Expert A

Figure 1-6. Knowledge and Ignorance of Humans

1.2.1. Classification of Ignorance

Although Figure 1-6 expresses knowledge and ignorance in absolute terms, it can be rightfully argued
that they are not absolute, and are socialy constructed and negotiated. A non-absolute working



definition of ignorance can be taken as “Expert A isignorant from B’s viewpoint if A fallsto agree with
or show awareness of ideas which B defines as actudly or potentidly vaid (Smithson 1988).” This
definition dlows for sdf-attributed ignorance, and either Expert A or B can be attributer or perpetrator
of ignorance. Ignorance can be classified based on its nature as shown in Figure 1- 7 with the definitions
provided in Table 1-1. Ignorance can be classified into two types, error and irrdlevance. Error isa
date of being ignorant of something as defined by its componentsin Figure 1-7. Irrelevance can be due
to untopicality, taboo, and undecidability. Untopicdity can be attributed to intuitions of experts that are
negotiated with others in terms of cognitive relevance. Taboo is due to socidly reinforced irrelevance.
Issues that people must not know, dedl with, inquire about, or investigate define the domain of taboo.
Undecidability deals with issues that cannot be designated true or false because they are considered
insoluble, or solutions that are not verifiable.

Error has two primary components of distortion and incompleteness. Distortion can result from
assignments and subdtitutions that are wrong, conflicting or biased producing confusion, conflict or
inaccuracy, respectively. Incompleteness conssts of absence due to incompletenessin kind, and
uncertainty. Uncertainty can be due to ambiguity, probability and/or vagueness. Ambiguity includes
ungpecificity and nonspecificity as aresult of outcomes or assgnments thet are incompletely and
improperly defined, respectively. Probability can be due to physical randomness, Satistica or modding
uncertainty. Statistica uncertainty arises from usng samples to characterize populations. Modding
uncertainty arises from using analytical models to predict syssem behavior. Vaguenessis dueto
uncertainties of membershipsto sets (i.e., fuzziness) and boundaries of sets (i.e., roughness).

Ignorance
|
v v
Error Irrelevance
| |
v v Y v y
Distortion Incompleteness Untopicality Taboo | |Undecidability
| |
I ] v v
i Uncertainty Absence
Confusion Inaccuracy |
. v v v
Confiict Vagueness Probability Ambiguity
| P — v
v v Nonspecificity Unspecificity
Fuzziness Roughness
Statistical
Randomness

Modeling




Figure 1-7. Classification of I gnorance

Table 1-1. Taxonomy of Ignorance

Term Meaning

Error Being ignorant of something.

Digtortion Refers to bias, inaccuracy or confusion.

Confusion Wrongful subgtitutions.

Conflict Conflicting assgnments or subgitutions.

Inaccuracy Bias and digtortion in degree.

Incompleteness | Defined by its components of uncertainty and albsence.
Uncertainty Incompletenessin degree.

Vagueness Defined by its components of fuzziness and roughness.
Fuzziness Noncrisp membership to sets.

Roughness Noncrisp boundaries of sets.

Ambiguity Multioutcomes of a process.

Unspecificity Outcomes or assgnments that are not completely defined.

Nonspecificity Outcomes or assgnments that are improperly defined.

Probability Defined by its components of randomness, satistical and modeling.

Randomness Fundamental non-predictability of outcomes.

Satidtical Samples versus populations.

Moddling Use of smplifying prediction models.

Absence Incompletenessin kind.

Irrlevance To ignore something.

Untopicality Intuitions of experts that are negotiated with othersin terms of cognitive relevance.
Taboo Socidly reinforced irrdlevance. 1ssues that people must not know, ded with,

inquire about, or investigate.

Undecidability Issues that cannot be designated true or fal se because they are considered
inoluble, or solutions that are not verifigble.

1.2.2. Knowledge Categories

Human knowledge is acquired by various means that was categorized by the Greek philosopher Plato
(427-347 BCE) into four categories as shown if Figure 1-8. The most basic category is caled cognitive
knowledge (episteme) that can be acquired, for example, by human senses. The next level isbased on
correct reasoning from hypotheses such as mathematics (dianoi). The third category (pistis) is based
on gppearances and deception. The third category (pistis) isfollowed by conjecture (elkasia) where
knowledge is based on inference, theorization or prediction based on incomplete evidences. These four
categories define the knowledge box in Figure 1-6. They condtitute the human cognition of human
knowledge that might be different from the absol ute true knowledge as shown in Figure 1-6. The pistis
and elkasia categories are based on expert judgement regarding system issues of interest. Although
pistis and elkasia knowledge categories might by marred with uncertainty, they are sought after in many
enginearing disciplines by decison and policy mekers.
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Figure 1-8. Knowledge Categories

1.3. Various Classifications of Uncertainty Types

System engineering provides a generd framework for engineering andyss and design. The system
definition can be basad on obsarvations &t different system levelsin the form of ahierarchy. An
epistemnologica hierarchy of systems suited to the representation of engineering problems with a

generdized trestment of uncertainty can provide redistic assessments of systems (Klir 1985, Klir and
Folger 1988).

Uncertainty modding and anadlysis in engineering started with the employment of safety factors using
deterministic analyss, then was followed by probabilistic andysis with reliability-based safety factors.
Uncertainty in engineering was d o classfied into objective and subjective types. The objective types
included the physicd, statistical and modeling sources of uncertainty. The subjective types were based
on lack of knowledge and expert- based assessment of engineering variables and parameters. Similar

classfications are utilized in quantitative risk andysis for policy related areas (Morgan and Henrion
1992).

Uncertainties in engineering systems can mainly be attributed to ambiguity and vagueness in defining the
architecture, parameters and governing prediction models for the systems (Ayyub 1992 and 1994).

10



Stochastic modding and andysisis needed in cases of probabilistic, ambiguous or epistemic uncertainty.
Cognitive, vague or deatory uncertainty can be handled using fuzzy sets and logic in other modding
scenarios (Paté-Cornell 1996, and Blair and Ayyub 1999). The ambiguity component is generdly due
to non-cognitive sources. These sourcesinclude (1) physica randomness; (2) statistical uncertainty due
to the use of sampled information to estimate the characteristics of these parameters; (3) lack of
knowledge; and (4) modding uncertainty which is due to smplifying assumptionsin andytica and
prediction modds, smplified methods, and idedlized representations of red performances. The
vagueness-related uncertainty is due to cognitive sources that include (1) the definition of certain
parameters, e.g., structurd performance (failure or surviva), qudity, deterioration, skill and experience
of congtruction workers and engineers, environmental impact of projects, conditions of existing
gructures, (2) other human factors, and (3) defining the inter-relationships among the parameters of the
problems, especidly for complex systems. Other sources of uncertainty can include conflict in
information, and human and organizationa errors.

Andyss of engineering systems commonly starts with a definition of a system that can be viewed asan
abgtraction of thered system. The abdiraction is performed at different epistemological levels as shown
inFgure 1-9 (Ayyub 1992 and 1994). The resulting mode can depend largely on an andyst or
engineer; hence the subjective nature of this process. During the process of abstraction, the engineer
needs to make decisons regarding what aspects should or should not be included in the modd. These
aspects are shown in the Figure 1-9. These agpects include the previoudy identified uncertainty types.
In addition to the abstracted and non-abstracted aspects, unknown aspects of the system can exi<t, and
they are more difficult to dedl with because of their unknown nature, sources, extents, and impact on the
sysem.

Uncertainty modeling and analysis for the abstracted aspects of the system need to be performed with a
proper consideration of the non-abstracted aspects of asystem. The division between abstracted and
non-abstracted aspects can be a divison of convenience that is driven by the objectives of the system
modeling, or smplification of the model. However, the unknown aspects of the sysems are due to
ignorance and lack of knowledge. These aspects depend on the knowledge of an analyst and the state
of knowledge about the system in general. The effects of the unknown aspects on the ahility of the
system model to predict the behavior of the red system can range from none to significant.
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Figure 1-9. Uncertainty Typesfor Engineering Systems (Ayyub 1992 and 1994)

1.3.1. Uncertainty in Abstracted Aspects of a System

Engineers and researchers dedlt with the ambiguity types of uncertainty in predicting the behavior and
designing engineering systems using the theories of probability and gatistics. Probability distributions
were used to modd system parameters that are uncertain.  Probabilistic methods that include for
example reiability methods, probabilistic engineering mechanics, sochadtic finite dement methods,
reliability-based design formats, random vibration, and other methods were developed and used for this
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purpose. In thistreatment, however, a redization was established of the presence of a cognitive type of
uncertainty. Subjective probabilities used to ded with thistype are based on mathematics used for the
frequency-type of probability. Uniform and triangular probability distributions were used to modd this
type of uncertainty for some parameters. The Bayesian techniques were also used, for example, to ded
with gaining information about these parameters. The underlying distributions and probabilities were,
therefore, updated. Regardless of the nature of the gained information, whether it is cognitive or nor
cognitive, the same mathematical assumptions and tools were used.

The cognitive types of uncertainty arise from mind-based abstractions of redity. These abstractions are,
therefore, subjective, and lack crispness. This vaguenessis distinct from ambiguity in source and natura
properties. The axioms of probability and gatistics are limiting for the proper modeling and analyss of
this uncertainty type and are not completely relevant nor completely applicable. The vagueness type of
uncertainty in civil engineering systems was previoudy discussed € sawhere dong with sdected
gpplications of fuzzy set theory to such systems (Ayyub 1991, Hadar et d 1997, Ayyub et d 1997,
Ayyub and Gupta 1997, Ayyub 1998).

Fuzzy set theory has been developed by Zadeh (1965, 1968, 1973, 1975, 1987) and used by
scientigts, researchers and engineersin many fidds. Example applications are provided e sewhere
(Kaufmann and Gupta 1985, and Kaufmann 1975). In engineering, the theory was used to solve
problems that involve the vagueness type of uncertainty. For example, civil engineers and researchers
darted using fuzzy sets and systemsin the early 1970's (Brown 1979 and 1980, and Brown and Y ao
1983). The theory has been successfully used in, for example, (1) strength assessment of existing
sructures and other structura engineering gpplications; (2) risk andysis and assessment in engineering;
(3) andysis of congtruction failures, scheduling of congtruction activities, safety assessment of
congtruction activities, decisons during construction and tender evauation; (4) the impact assessment of
engineering projects on the quality of wildlife habitat; (5) planning of river basins; (6) control of
engineering systems; (7) computer vison; and (8) optimization based on soft congtraints (Blockley, et a
1975 to 1983, Furuta et a 1985 and 1986, Ishizuka et a 1981 and 1983, Itoh and Itagaki 1989,
Kaneyoshi 1990, Shiraishi et a 1983 and 1985, Yao et al 1979, 1980 and 1986).

1.3.2. Uncertainty in Non-abstracted Aspects of a System

In developing amodel, an anadyst or engineer needs to decide at the different levels of modeling a
system upon the aspects of the system that need to be abstracted, and the aspects that need not to be
abgtracted. The division between abstracted and non-abstracted aspects can be for convenience or to
amplify the modd. The resulting divison is highly affected by the andyst or engineer, asaresult of ther
knowledge and background, and the generd state of knowledge about the system.

The abstracted aspects of a system and their uncertainty models can be developed to account for the
non-abstracted agpects of the system to some extent. Generdly, this accounting process is incomplete.
Therefore, asource of uncertainty exists due to the non-abstracted aspects of the system. The
uncertainty typesin this case include physical randomness, vagueness, human and organizationd errors,
and conflict and confusion in information. These types are shown in Figure 1-9.
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The uncertainty types due to the non-abstracted aspects of a system are more difficult to ded with than
the uncertainty types due to the abstracted aspects of the system. The difficulty can stem from alack of
knowledge or understanding of the effects of the non-abstracted aspects on the resulting modd in terms
of its ability to mimic the red system. Poor judgment or human errors about the importance of the non-
abstracted aspects of the system can partly contribute to these uncertainty types, in addition to
contributing to the next category, uncertainty due to the unknown aspects of a system.

1.3.3. Uncertainty due to Unknown Aspects of a System

Some engineering failures have occurred because of failure modes that were not accounted for in the
design stages of these systems.  The non-accounting for the faillure modes can be dueto (1) ignorance,
negligence, human or organizationd errors; or (2) agenerd sate of knowledge about a system that is
incomplete. These unknown aspects depend on the nature of the system under consideration, the
knowledge of the analyst, and the state of knowledge about the system in generd. The non-accounting
of these aspectsin the mode s for the system can result in varying levels of impact on the ability of these
modds in mimicking the behavior of the systems. Their effects on these models can range from none to
ggnificant. Inthis case, the uncertainty types can include physical randomness, human and
organizationd errors, and lack of knowledge. These uncertainty types are shown in Figure 1-9.

Engineers dedlt with non-abstracted and unknown aspects of a system by assessng modeling
uncertainty which is defined astheratio of a predicted system’ s variable or parameter (based on the
model) to the value of the variable or parameter of the red system. Thisratio, whichiscdled bias, is
commonly trested as a random variable that can consist of objective and subjective components. This
gpproach is based on two implied assumptions, (1) the vaue of the variable or parameter for the red
system isknown or can be accurately assessed from historical information or expert judgment; and (2)
the state of knowledge about the red system is absolutely complete and reliable. For some systems, the
first assumption can be approximately examined for its validity. The second assumption cannot be
vaidated because of its absolute strictness.

1.4. Objectives and Scope

Risk andlyss and risk-based decison making for maintaining the integrity of the U. S. Army Corps of
Engineers (USACE) fadilities require the knowledge of two main quantities for components, and
systems, their unsatisfactory- performance probability and consequences. Sometimes thisinformation is
not available from historical records, prediction methods or literature review. Also, sometimesthereisa
need to perform a preliminary risk evauation of components within asystem for the purpose of planning
future reliability and risk analyses or for the purpose of performing initid screening of components.

Also, in many Stuations classca frequency andyss cannot be used or is prohibitively expensive to
quantify the existing risk or the change in risk related to USACE activities. The USACE isincreasngly
turning to using expert opinions in cases such asin (a) quantifying the probability of falure of navigation
lock components, (b) quantifying the probability and consequence of navigation lock closure, (C)
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estimating the probability of events requiring emergency gate usage a hydropower plants, (d)
quantifying the probability of failure and unsatisfactory performance of embankment dams, (€)
quantifying the probability of failure and unsatisfactory performance of multi- purpose navigeation,
hydropower and recregtiona dams, and (f) predicting the vessel safety improvements from deep
channel widening. Expert-opinion dicitation can provide the USACE with ameans of gaining
information on these essentid risk-related quantities.

The objective of this report isto provide guidelines on expert-opinion dicitation of probabilities and
consequences for Corps facilities for the use of planners, engineers, and others should they choose to
use expert judgment.

Chapter 2 builds on the ignorance, uncertainty, knowledge, and information concepts of Chapter 1, and
focuses on the definitions and measures of probability, moment estimation, and percentiles asthey are of
common interest to USACE engineers. Chapter 3 provides background materids on failure
consequences, and assessment methods of consequences. In Chapter 4, the report documents
techniques for diciting expert opinion on possible events and their probabilities for application to Corps
fecilities. Historical background on the development of expert-opinion dicitation, its limitations, current
uses, and example applications relevant to different engineering, planning, and operations decisons
problems are provided in the report. Because using expert judgment can be easly abused, the report
provides guiddines for the use of this technique and limitations of the methods. Along with these
guiddlines, Chapter 5 provides users with guidance that defines acceptable practice and usage of expert
opinion in Stuations with a scarcity of hitorica data
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2. Occurrence Probabilities, Moments
and Percentiles

2.1. Background

Knowledge, information, ignorance and uncertainty were discussed in greet levels of detall in Chapter 1.
In the expert-opinion elicitation process, terms, such as uncertainty, probability, unsatisfactory-
performance rate, mean (or average) value, average time between unsati Sfactory- performances, and
median vaue are commonly used. Other terms such as dispersion (variability), variance, sandard
deviation, coefficient of variation and percentiles are dso used. The objective herein isto provide
definitions and background information on these terms. These definitions are partly taken from Ayyub
and McCuen (1997).

Engineers must make decisons under conditions of uncertainty. It is common in engineering to use
probabiligtic andysis to ded with uncertainty. For example, engineers who have the responsbility of
monitoring water qudity in our nation's streams and bodies of water estimate pollution levelsusing
samples collected from the water. The samples are then analyzed in alaboratory and the results are
used to make adecison. Most sampling programsinvolve 10 or fewer measurements. Uncertainty
arises because of the highly variable nature of pollution; that is, the concentration of a pollutant may vary
with time, the degree of turbulence in the water, and the frequency with which wastes are discharged
into the water. These sources of variation must be accounted for when the engineer makes a decision
about water qudlity.

Traffic engineers must al'so make decisons under conditions of uncertainty. For example, intersections
are frequently the sites of accidents. The traffic engineer knows that accidents can be reduced by
ingdling stop sgns or treffic lights. However, there is a cost associated with ingtdling such hardware.
Also, traffic controls can cause delay and inconvenience to those that must travel through the
intersections. Thus, the traffic engineer must consder numerous factors in making a decison, including
the likelihood and severity of accidents at the intersection and the traffic load in each direction. The
frequency and severity of accidents can be assessed using data from accidents that have occurred at
that intersection in the past. However, these are data of the past, and there is no assurance that they will
accurately reflect accident ratesin the future. Reduced travel due to an increase in the cost of gasoline
may reduce the number of accidents. Data on the traffic volumes originating from each Street entering
the intersection can be obtained using traffic counters. However, these data may not completely
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characterize the traffic volumes that will take placein the future. For example, if the traffic volume data
are collected during the summer, the opening of schools may dter the relative proportion of traffic
volumes on each street entering the intersection.  Such sources of divergty introduce uncertainty into the
decision-making process.

2.2. Definition of Probability

The concept of probability hasits origin in games of chance. In these games, probabilities are
determined based on many repetitions of an experiment and counting the number of outcomes of an
event of interest. Then, the probability of the outcome of interest can be measured by dividing the
number of occurrences of an event of interest by the total number of repetitions. Quite often,
probability is specified as a percentage; for example, when the weather bureau indicates that thereisa
30 percent chance of rain, experience indicates that under smilar meteorologica conditionsit has rained
3out of 10times. In thisexample, the probability was estimated empiricaly using the concept of
relaive frequency expressed as

P(X = ) = % (2-1)

inwhich n = number of observations on the random variable X that results in an outcome of interest X,
and N = total number of observations of x. The probability of an event x in this equation was defined as
the relative frequency of its occurrence. Also, probability can be defined as a subjective probability
(or called judgmental probability) of the occurrence of the event. The type of definition depends on
the underlying event. For example, in an experiment that can be repeated N timeswith n occurrences of
the underlying event, the relative frequency of occurrence can be considered as the probability of
occurrence. Inthis case, the probability of occurrenceisn/N. However, there are many engineering
problems that do not involve large numbers of repetitions, and till we are interested in estimating the
probability of occurrence of some event. For example, during the service life of an engineering product,
the product ether fails or does not fail in performing aset of performance criteria. The events of

unsati Sfactory-performance and satisfactory-performance are mutudly exclusive and collectively
exhaudtive of the sample space (that is the space of dl possible outcomes). The probability of

unsati Sfactory-performance (or satisfactory- performance) can be considered as a subjective
probability. Another exampleisthe failure probability of adam due to an extreme flooding condition.
An esimate of such probahilities can be achieved by modeling the underlying system, its uncertainties
and performances. The resulting subjective probability is expected to reflect the status of our

knowl edge about the system regarding occurrence of the everts of interest. Therefore, subjective
probabilities can be associated with degrees of belief, and can form a basis for Bayesian methods
(Ayyub and McCuen 1997). It isimportant to keep in mind both definitions, so that results are not
interpreted beyond the range of ther vdidity.

An axiomatic definition of probability is commonly provided in the literature such as Ayyub and

McCuen (1997). For aevent A, the notation P(A) means the probability of occurrence of the event A.
The probability P(.) should satisy the following axioms:
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1. 0< P(A) <1, forany A tha belongsto the set of all possible outcomes (caled sample space
S) for the system.
2. Theprobability of having S, P(S) = 1.
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3. The occurrence probability of the
union of mutually exclusive events is
the sum of their individual occurrence
probabilities.

The firgt axiom states that the probability of any event isinclusvely between 0 and 1. Therefore,
negative probabilities, or probabilities larger than one are not dlowed. The second axiom comes from
the definition of the sample space. Since the sample space is the set of al possible outcomes, therefore,
one or more of these outcomes must occur resulting in the occurrence of S. If the probability of the
sample space does not equal 1, this means that the sample space was incorrectly defined. The third
axiom sets abasis for the mathematics of probability. These axioms as single entity can be viewed asa
definition of probability, i.e,, any numerica structure that adheres to these axioms will provide a
probability structure. Therefore, the rdative frequency and subjective probability meet this definition of
probability.

The rddive-frequency and subjective-probability concepts are tools that help engineers and plannersto
ded with and model uncertainty, and should be used gppropriately as engineering systems and models
demand. In the case of relative frequency, increasing the number of repetitions according to Eq. 2-1
would produce an improved estimate with a diminishing return on invested computationd and
experimental resources until alimiting (i.e. long-run or long-term) frequency vaueisobtained. This
limiting value can be viewed as the true probability dthough the absolute connotation in this
terminology might not redlistic and cannot be validated. Philosophically, atrue probability might not
exis especialy when dedling with subjective probabilities. This, however, does not diminish the vaue of
probabiligtic analyss and methods since they provide a consstent, systematic, rigorous, and robust
framework for dedling with uncertainty and decision making.

3.1.1. Linguistic Probabilities

Probability as described in the previous section provides ameasure of the likelihood of occurrence of an
event. Itisanumerica expresson of uncertainty; however, it is common for subjects (such as experts)
to express uncertainty verbaly using linguistic terms, such aslikely, probable, improbable, ..., etc.
Although, these linguigtic terms are somewhat fuzzy, they are meaningful. Lichtengtein and Newman
(1967) developed atable that trandates commonly used linguistic terms into probability values using
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responses from subjects. The Lichtenstein and Newman (1967) summary is shown in Table 2-1
(Baecher 1998). The responses of the subjects show encouraging congstency in defining each term,
however the ranges of responses are large. Moreover, mirror-image pairs sometimes produce
asymmetric results. The term “Rather unlikely” isrepeated in table as it was used twice in the
questionnaire to the subjects at dmost the start and at the end of the questionnaire to check consistency.
It can be concluded from this table that verba descriptions of uncertainty can be useful asan initid
assessment, but other andlytical techniques should be used to assess uncertainty; for example the
linguidic termsin Table 2-1 can be modded using fuzzy sets (Haldar et a 1997, Ayyub et d 1997,
Ayyub and Gupta 1997, Ayyub 1998).
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Table 3-1. Linguistic Probabilitiesand Trandations (Lichtenstein and Newman 1967)

Rank [Phrase No. of Mean Median Standard Range
Responses Deviation
1 Highly probable 187 0.89 0.90 0.04 0.60-0.99
2 Very likdy 185 0.87 0.90 0.06 0.60-0.99
3 Very probable 187 0.87 0.89 0.07 0.60-0.99
4 Quite likely 188 0.79 0.80 0.10 0.30-0.99
5 Usually 187 0.77 0.75 0.13 0.15-0.99
6 Good chance 188 0.74 0.75 0.12 0.25-0.95
7 Predictable 146 0.74 0.75 0.20 0.25-0.95
8 Likey 188 0.72 0.75 011 0.25-0.99
9 Probable 188 0.71 0.75 0.17 0.01-0.99
10 Rather likely 188 0.69 0.70 0.09 0.15-0.99
11 Pretty good chance 188 0.67 0.70 0.12 0.25-0.95
12 Fairly likely 188 0.66 0.70 0.12 0.15-0.95
13 Somewhat likely 187 0.59 0.60 0.18 0.20-0.92
14 Better than even 187 0.58 0.60 0.06 0.45-0.89
15 Rather 124 0.58 0.60 011 0.10-0.80
16 Slightly more than half thetime 188 0.55 0.55 0.06 0.45-0.80
17 Slight oddsin favor 187 0.55 0.55 0.08 0.05-0.75
18 Fair chance 188 051 0.50 0.13 0.20-0.85
19 Tossup 188 0.50 0.50 0.00 0.45-0.52
20 Fighting chance 186 047 0.50 0.17 0.05-0.90
21 Slightly less than half thetime 188 0.45 0.45 0.04 0.05-0.50
2 Slight odds against 185 0.45 0.45 011 0.10-0.99
23 Not quite even 180 044 045 0.07 0.05-0.60
24 Inconclusive 153 0.43 050 0.14 0.01-0.75
25 Uncertain 173 0.40 0.50 0.14 0.08-0.90
26 Possible 178 0.37 049 0.23 0.01-0.99
27 Somewhat unlikely 186 031 0.33 0.12 0.03-0.80
28 Fairly unlikely 187 0.25 0.25 0.11 0.02-0.75
29 Rather unlikely 187 0.24 0.25 0.12 0.01-0.75
30 Rather unlikely 187 021 0.20 0.10 0.01-0.75
31 Not very probable 187 0.20 0.20 0.12 0.01-0.60
32 Unlikely 188 0.18 0.16 0.10 0.01-0.45
33 Not much chance 186 0.16 0.15 0.09 0.01-0.45
A Seldom 188 0.16 0.15 0.08 0.01-047
35 Barely possible 180 0.13 0.05 0.17 0.01-0.60
36 Faintly possible 184 0.13 0.05 0.16 0.01-0.50
37 Improbable 187 0.12 0.10 0.09 0.01-0.40
38 Quite unlikely 187 011 0.10 0.08 0.01-0.50
39 Very unlikely 186 0.09 0.10 0.07 0.01-0.50
40 Rare 187 0.07 0.05 0.07 0.01-0.30
41 Highly improbable 181 0.06 0.05 0.05 0.01-0.30
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3.1.2. Unsatisfactory-Performance Rate

Unsati sfactory- performance rate can be defined as the probability of unsatisfactory-performance per
unit time or a unit of operation, such as cycle, revolution, rotation, Start-up, etc. For example, a
congtant unsatisfactory- performance rate for an eectronic device of 0.1 per year means that on the
average the device fails once per 10 years. Another example that does not involve time is an engine
with a unsatisfactory-performance rate of 10-> per cycle of operation (or it can bein terms of misson
length). In this case, the unsatisfactory- performance rate means that on the average the engine fails once
per 100,000 cycles. Due to manufacturing, assembly and aging effects, unsatisfactory- performance
rates can generdly be variant with time (or other units of operation), therefore, requiring sometimes a
gatement of limitation on their gpplicability. Unsatisfactory- performance rates can be used in
probabiligtic analyss. There are andytica methods to convert unsatisfactory- performance ratesinto
probabilities of some events of interest.

3.2. Central Tendency Measures

A very important descriptor of data is central-tendency measures. The centrd tendency can be
measured using, for example, (1) the mean (or average) vaue, or (2) the median vaue.

3.2.1. Mean (or Average) Value

The average vaue is the most commonly used central-tendency descriptor. The definition of the mean
(or average) vaue herein is based on asample of Szen. The sample conssts of n vaues of arandom
vaiable X. For n observations, if al observations are given equd weights, then the average vadueis
given by

)_( = X (2- 2)
1

S|
Qe 5

where xj = asample point, andi =1, 2, ..., n; and
n

A X= X tXotXgt ...+ Xy (2-3)

i=1
Since the average value ( X ) is based on asample, it has statistical error due to two reasons. (1) it is
sample dependent, i.e., a different sample might produce a different average, and (2) it is sample-9ze
dependent, i.e,, as the sample sizeisincreased, the error is expected to reduce. The mean vaue has
another mathematicd definition that is based on probability distributions according to probability theory,
which is not described herein.

3.2.2. Average Time Between Unsatisfactory Performances

The average time between unsatisfactory-performances can be computed as the average ( X ), where Xj
= asample point indicating the age at unsatisfactory performance of afailed component, andi =1, 2,
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..., N. The average time between unsatisfactory performance is related to the unsatisfactory-
performance rate as its reciproca. For example acomponent with a unsatisfactory-performance rate of
0.1 per year, has an average time between unsatisfactory-performances of 1/0.1 = 10 years. Similar to
unsatisfactory-performance rates, the average time between unsatisfactory-performances can be
congtant or time-dependent.

3.2.3. Median Value

The median vaue Xy, is another measure of central tendency. It is defined as the point that divides the
data into two equd parts, i.e., 50% of the data are above Xy, and 50% are below Xy,. The median
vaue can be determined by ranking the n vaues in the sample in decreasing order, 1 ton. If nisan odd
number, then the median isthe vaue with arank of (n+1)/2. If nisan even number, then the median
equasthe average of the two middle values, i.e., those with ranks n/2 and (n/2)+1.

The advantage of usng the median vaue as a measure of centrd tendency over the average vaueisits
ingengitivity to extreme values. Consequently, this measure of central tendency is commonly used in
combining expert judgments in an expert-opinion dicitation process.

3.3. Dispersion (or Variability)

Although the centrd tendency measures convey certain information about the underlying sample, they do
not completely characterize the sample. Two random variables can have the same mean vaue, but
different levels of data scatter around the computed mean. Thus, measures of centra tendency cannot
fully characterize the data. Other characteristics are dso important and necessary. The dispersion
measures describe the leve of scatter in the data about the centra tendency location.

The most commonly used measure of dispersion is the variance and other quantities that are derived
from it, such as, the standard deviation and coefficient of variation. For n observations in a sample that
are given equa weight, the variance (82) isgiven by

n
s2-1 8 (%-%)°

n- 1o

(2-4)

The units of the variance are the square of the units of the varidble x; for example, if the varidble is
measured in pounds per square inch (psi), the variance has units of (psi)2. Computationaly, the
variance of a sample can be determined using the following aternative equation:

€n n 42U
1 o 16€° %

§ =83 x*. Z¢g x;= ¢ (2-5)
n-1¢ ng. - u
g=1 ei=l &gy

By definition the standard deviation (S) is the square root of the variance asfollows:
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It has the same units as both the underlying variable and the centrd tendency measures. Therefore, it is
auseful descriptor of the dispersion or spread of asample of data. The coefficient of variation (COV or
d) isanormalized quantity based on the standard deviation and the mean, and is different from the
covariance. Therefore, the COV isdimensonless, and is defined as

S
cov = = 2
3 (2-7)

It isaso used as an expression of the sandard deviation in the form of a percent of the average vaue.
For example, consider X and Sto be 50 and 20, respectively; therefore, COV/(X) = 0.4 or 40%. In
this case, the standard deviation is 40% of the average vaue.

3.4. Percentiles

A p-percentile vdue (xp) for arandom variable based on asample isthe value of the parameter such
that p% of the dataisless or equal to Xp. On the basis of this definition, the median valueis considered
to be the 50- percentile vaue.

Aggregating the opinions of experts sometimes requires the computation of the 25, 50 and 75 percentile
values. The computation of these values depends on the number of experts providing opinions. Table
2-2 provides asummary of the needed equations for 4 to 20 experts. In the table, X; meansthe opinion
of an expert with thei™ smallest vaug; i.e, X3 > Xy > X3> ... > X,,, where n = number of experts. In
the table, the arithmetic average was used to compute the percentiles. In some cases, where the vaues
of X; differ by power order of magnitude, the geometric average can be used. Expert opinions should
not be aggregated in this manner dl the times, other aggregation methods as provided in Section 4.5
might be more appropriate and should be considered.
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Table 3-2. Computations of Percentiles

Number 25 per centile 50 percentile 75 per centile

of experts | Arithmetic | Geometric | Arithmetic | Geometric | Arithmetic | Geometric
(n) Average Average Average Average Average Average
4 (XetX2 | [XXp | (Kt Xl2 | [XpX5 (Xg+Xg)/2 JX3X4
5 X5 X5 X3 X3 X, X,
6 X5 X5 (XgtXy)/2 m Xg Xg
7 (Xo+X3)/2 X5 X3 X4 Xy (Xs+Xg)/2 JXsXg
8 (Xo+Xg)/2 m (Xg+Xg)/2 m (Xg+X7)I2 m
9 (XotX3)/2 X,X3 | X5 X5 (X7+Xg)/2 X7 Xg
10 (Xo+X3)/2 X5 X3 (X5+Xg)I2 m (Xg+Xg)/2 XgXg
11 X3 X3 Xg Xg Xq Xq
12 X3 X3 XetX)2 | [XgX7 X10 X10
13 XetX2 | (XX, | X7 X7 XaotX1D/2 | [Xq0Xq1
14 (XgtXy)l2 m (X7+Xg)/2 m (Xq1+X12)12 m
15 X4 X4 Xg Xg X15 X15
16 X4 X4 (XgtXg)/2 m X13 X13
17 (XgtXs)/2 XqXs | Xg X9 (X13tX12)2 | [Xq3X1a
18 (X4tXg)/2 X4Xs | KotX10)2 | [XoXqg | KuatX19)2 | \[Xyu X5
19 Xs Xs X10 X10 X15 X15
20 Xs Xs XaotX1)2 | [XigXy | X1 X5

3.5. Statistical Uncertainty

Vaues of random variables obtained from sample measurements are commonly used in making

important engineering decisons. For example, samples of river water are collected to estimate the
average leve of apollutant in the entireriver at that location. Samples of stopping distances are used to
develop arelationship between the speed of a car at the time the brakes are applied and the distance

traveled before the car comes to a complete hdt. The average of sample measurements of the

compressive strength of concrete collected during the pouring of alarge concrete dab, such as the deck
of aparking garage, is used to help decide whether or not the deck has the strength specified in the
design specifications. It isimportant to recognize the random variables involved in these cases. 1n each
case, theindividual measurements or samples are vaues of arandom variable, and the computed mean
isaso the value of arandom variable. For example, the trangportation engineer measures the stopping
distance; each measurement is a sample value of the random variable. If ten measurements are made

for acar stopping from a speed of 50 mph then the sample consists of ten vaues of the random
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varidble. Thus, there are two random variables in this example: the stopping distance and the estimated
mean of the stopping distance; thisis aso true for the water-quality- pollutant and compressive-strength
examples.

The estimated mean for arandom variable is consdered by itsdf to be arandom variable, because
different samples about the random variable can produce different estimated mean vaues, hence the
randomness in the estimated mean. When a sample of h measurements of arandom variableis
collected, the n values are not necessarily identical. The sampleis characterized by variation. For
example, let's assume that five independent estimates of the compressive strength of the concretein a
parking garage deck are obtained from samples of the concrete obtained when the concrete was
poured. For illustration purposes, let's assume that the five compressive strength measurements are
3250, 3610, 3460, 3380 and 3510 psi. This produces amean of 3442 ps and a standard deviation of
135.9 ps. Assume that another sample of five measurements of concrete strength was obtained from
the same concrete pour; however, the values were 3650, 3360, 3328, 3420, and 3260 ps. Inthis
case, the estimated mean and standard deviation are 3404, and 149.3 ps, respectively.  Therefore, the
individua measurement and the mean are vaues of two different random variables, i.e, X and .

It would greetly smplify decison making if the sample measurements were identicd, i.e., there was no
sampling variation so the standard deviation was zero. Unfortunatdly, that is never the case, 0
decisons must be made in spite of the uncertainty. For example, let's assume in the parking garage
example that the building code requires a mean compressive strength of 3500 ps. Since the mean of
3442 ps based on the first sampleis less than the required 3500 psi, should we conclude that the
garage deck does not meet the design specifications? Unfortunately, decison making is not that Smple.
If athird sample of five measurements had been randomly collected from other locations on the garage
deck, the following vadues are just as likely to have been obtained: 3720, 3440, 3590, 3270, and 3610
ps. Thissample of five produces a mean of 3526 ps and a standard deviation of 174.4 ps. Inthis
case, the mean exceeds the design standard of 3500 ps. Since the sample mean is gregter than the
specified vaue of 3500 ps, can we conclude that the concreteis of adequate strength? Unfortunately,
we cannot conclude with certainty that the strength is adequate any more than we could conclude with
the first sample that the strength was inadequate. The fact that different sampleslead to different means
isan indication that we cannot conclude that the design specification is not met just because the sample
mean is less than the design standard. We need to have more assurance.

The data that are collected on some variable or parameter represent sample information but it is not
complete by itsdlf, and predictions are not made directly from the sample. The intermediate step
between sampling and prediction is the identification of the underlying population. The sampleisused to
identify the population and then the population is used to make predictions or decisons. This sample-
to- popul ation+to-prediction sequence is true for the univariate methods of this chapter.
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The need then isfor a systematic decision process that takes into account the variation that can be
expected from one sample to another. The decision process must aso be able to reflect the risk of

meaking an incorrect decison. This decison making can be made using, for example, hypothesis testing
as described by Ayyub and McCuen (1997).
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4. Unsatisfactory-Performance
Consequences

Risk analyss and risk-based decison making for maintaining the integrity of afacility requires estimating
the likelihood of unsatisfactory performance, and unsatisfactory- performance consequences of the
different components of asystem. The objective of this section isto discuss consequence types, and
provide methods for quantifying unsatisfactory- performance consequences. This section was adapted
from Ayyub (1992 and 1993).

Unsatisfactory- performance consequences in this document are limited, for illustrative purposes only, to
(2) production loss including delays, (2) property damage that includes repair, and (3) flood inundation.
Other consequences such asloss of life, injuries, ecologica effects, various types of environmenta
damage, and socid and cultural impacts are not consdered herein in detail. The assessment of
consequences can be based on accident or unsatisfactory- performance reports, operational and
production logs or files, andytica predictions of potential consequences due to different unsatisfactory-
performance scenarios, and formal expert-opinion dicitation. In cases where the available time for
performing risk analysisis limited, preference should be given to the use of risk andyss methods for dl
equipment within the system and for one or more consequence types (as many as can be
accommodated within the available timeframe), rather than one piece of equipment with al consequence

types.
4.1. Consequence Types

4.1.1. Production Loss

In andlyzing aavil-work facility or process, such as a navigation lock, for risk-anays's purposes, an
important unsati sfactory- performance consequence is production loss due to unavailability of some
critica pieces of equipment for the process. The production loss can be due to a complete shutdown of
the process or limited production. Also, it includes delays as aresult of falures. The unsatisfactory
performance of an equipment can have an impact on both the upstream and downstream ends of the
process. Therefore, the assessment of this consequence type requires the definition of upstream and
downstream production losses that should be considered in the assessment. The influence domain,
therefore, needs to be defined. It is possible to consider only the immediate (or direct) unsatisfactory-
performance consequence of an equipment failure; however, in this case care should be exercised in
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interpreting the results of risk analyss. The production loss can be expressed in any convenient units,
for example dollars or avolume unit such as cargo tonnage.

4.1.2. Property Damage

This conseguence type includes the repair or replacement cost of afailed equipment, repair and
replacement cost of other affected components by the unsatisfactory-performance, and damage to
surrounding property within the facility. This conseguence type does not include damages to other
properties, business interruption of non-production nature, and legal expenses. The repair and
replacement costs should include equipment trangportation and ingtallation using possibly new
technologies, possible modification of linked components, and cost of expediting the repair or
replacement. Thistype of consequence can be expressed in monetary value. However in certain
gpplications, it might be more convenient to use other units, such asthe retail vaue of the replaced piece
of equipment. By normalizing this consequence cost by the failed equipment retail price, the effect of
currency changes can be reduced, athough technology advances can be a complicating factor in using
such aunit.

4.1.3. Flood Inundation

Dam failure can have various consequences some of which can be sgnificant that can include loss of life,
injuries, property damage, and ecological effects, various types of environmenta damege, and socid
and culturd impacts. The property damage can be to residentid, commercid, indugtria, and agriculturd
structures and systems.  This section was taken and abbreviated from (USACE 1997). Each system
failure that can arise has aconsequence. A consequence from afailure can be many different things. A
failure could cause economic damage such as loss of capitdl, loss of property, and adverse publicity. It
could aso result in more serious events such as environmenta damage, injury or loss of human lives, or
public endangerment. Consequence estimations are formed from ether eventsin past history or on
educated guesses. Consequence assessment is discussed in Section 3.2,

A floodplain is defined by the American Geologicd Ingtitute as the portion of ariver valey adjacent to
the river channd which is built of sediments during the present regimen of the stream and which is
covered with water when the river overflows its banks at flood sages. The floodplainisaleve area
near the river channd. Clearly, the floodplain is an integral and necessary component of the river
system. If aclimate change or land use change occurs, then the existing floodplain may be abandoned
and new floodplain congtruction begins. Sediment is deposited when the stream flow overtops the
banks, this occurs approximately every 1.5 to 2 yearsin stable streams. The floodplain extends to the
valey wdls. In engineering, floodplains are often defined by the water surface elevation for adesign
flood, such as the 100- or 200-year flood.

Changesin the natura floodplain development are caused by changesin sediment loads or water

discharge. Increasesin both the sediment and water discharge are often caused by land use changes,
typicaly urbanization. Other causes include changes to the channd itsdf, such as straightening or
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relocating. Climatic changes can cause the current floodplain to be abandoned; however, thisis sedom
aconcern for engineering as the time scae is geologic rather than engineering.

There are anumber of mathematica models that smulate a dam breach of an earthen dam by
overtopping. Smulation of abreach requires flow over the dam, flow through the breach, and flow
down the dam face. Theflow over the dam istypicaly modeled aswelr flow. The breach shapeis
assumed in dl modds, ether as aregular geometric shape or amogt efficient breach channd shape
where the hydraulic radius of the breach channd is maximized smilar to able channel design. The
initial breach grows by collgpse of the breach dopes, due to gravity and hydrodynamic forces, and
erosion of the soil, typicaly modded using sediment transport equations which have been developed for
dluvid river channds. The most detailed mode for outflow from a breach is based on an implicit finite
difference solution of the complete one-dimensona ungteady flow equations.

Inundation mapping is generdly carried out by determining the extent of the flooding over the current
topography. The water surface elevation or stage, determined in the breach outflow modeding, is
extended to dl topographic points with the same eevation to determine the extent of inundation. The
most effective way to develop these mapsisto use a GI S system based on reliable topographic maps,
such asthe U.S. Geologica Survey quadrangle series for the United States.

4.1.4. Other Consequence Types

Other consequences include loss of life, injuries, ecologica effects, various types of environmentd
damage, and socia and culturd impacts. This section focuses only on the loss of life asaresult of dam
breach.

The number of people at risk in the event of capacity exceedence or other uncontrolled rel ease depends
on the population within the inundation area and the conditions of release. A variety of scenarios are
defined by the planning team to represent arange of modes of failure, given overtopping and other
potentia conditions of breaching. The term scenario as used here means, “a particular Situation,
specified by asingle vaue for each input variable’ (Morgan and Henrion, 1992). For each scenario,
specific characterigtics of the release are defined, and quantitative characteristics of downstream effects
are estimated for economic cost and loss of life.

For estimating the characteristics of downstream effects, afluvid hydraulics modd possbly combined
with adam breach anadysis is used to forecast depths and extents of flooding. With thisinformation, the
economic affect on structures and facilities can be estimated, as can the environmenta effect on
downstream ecosystems. The number of people at risk, however, depends on additiona
congderaions. Theseinclude the time of day and season of the year at which the release occurs, rate
of water rise, available warning time and effectiveness of evacuation plans, and changes in downstream
land use (e.g., Bowles, 1990). Anempirical review of uncontrolled releases at other dams and of levee
overtoppings provides an initid basis for estimating population &t risk under the various scenarios.
Neverthdess, the quantitative historica record of dam failuresis smdl, and any particular project will
have characteristics which differ in important ways from those of the database.
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DeK ay and McClelland (1993) present a quantitative expresson for estimating loss of lifein dam
fallures, based on satistical andyss of empirical datardated to severe flooding (see dso, USBR, 1989;
and Hartford, 1995):

PAR
LOL = 0.44 (31
1+13277(PAR™ ") exp{0.750(WT) - 3.790( Force) + 2223(WT )(Force)}

inwhich, LOL = potentia loss of life, PAR = population &t risk, WT = warning timein hours, Force =
forcefulness of flood water (1 for high force, O for low force). The PAR s defined as the number of
people within three hours travel time of the flood wave, and includes not just those exposed to
“treacherous flood waters” but dl risk of “getting their feet wet.” The empirica equetion is satisticaly
vdid only for PAR slessthan 100,000. An example cdculaionisshownin Figure 3-1. For an
example dam, the following values are assumed: PAR = 100,000, WT = 3 hours, and Force=0and 1.
Theresulting values for LOL are 0.3 and 5 persons for Force = 0 and 1, respectively.
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Population ar Risk

Figure 3-1. Example Calculation of Potential L oss of Lifefor a Warning Time of One Hour.

The USBR (1989) suggests estimating population at risk (PAR) by applying an annud exposure factor
to the number of residentsin the flood plain. The annual exposure factor is the fraction of the year a
typicd individua spends at home. This factor ranges from about 0.6 to 0.8. The number of resdentsin
the flood plain is estimated from census data, interviews with locd planning officids, the number of
homes in the area multiplied by the average number of residents per home, planning or cadastra maps,
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and house-to-house surveys. In most cases, the andysis must be augmented by consideration of
facilities other than homes, such as schools, factories, and shopping centers.

Thewarning time (WT) in the above equation depends on the existing warning sysem. Thisisthetime
in hours before the arriva of flooding by which the “firgt individuas for each PAR are being warned to
evacuate’ (USBR, 1989). Asalower bound, warning timeis sometimes taken as just the flood travel
time (i.e, no warning isissued prior to loss of containment). Thisis thought gppropriate for events such
as earthquake induced failures, but conservative for hydrologically caused fallures. The affect of
warning time on loss of life dso depends on the warning procedure (e.g., telephone chain cdls vs. Sren)
and on the evacuation plan. Neither of these enter the above equation.

The forcefulness of flood waters (Force) in the above equation is treated as a dichotomous variable
with vaue one for high force and zero for low force. “High force’” means watersthat are swift and very
deep, typica of narrow valleys. “Low force” means waters that are dow and shalow, typical of broad
plains. For casesin which the population resides in both topographies, the PARis subdivided. DeKay
and McCleland suggest that the PAR be divided into no more than two subgroups, because nor+
linearity in the above equation causes over estimation of loss of life as the PAR is subdivided.

4.2. Assessment of Consequences

Severd methods can be used for assessing unsatisfactory- performance consequences. The methods
include (1) unsatisfactory- performance and loss records, (2) unsatisfactory-performance databases, (3)
cause-consequence diagrams, (4) event-tree andyss, (5) expert-opinion eicitation, and (6)
guestionnaires (Henley and Kumamoto 1981). In this section these methods are briefly introduced but
not adapted for usein civil-work projects that is recommended for future work.

4.2.1. Unsatisfactory-Performance and Loss Records

Records of previous unsatisfactory performances should be examined to extract any useful consequence
information. However since such records were possibly developed for other purposes than risk
andyss, they might not contain the needed informetion or they might contain ill-defined and incomplete
information. It ispossible, in some cases, to utilize informed judgment to revise the consequence
information from these records.

Information about the different types of unsatisfactory-performance consegquences, e.g., production and
property losses, might be available at different locations within an organization. Unitswithin the
organization that are responsble for production and administration aspects of the civil-work facilities
need to be contacted for the purpose of soliciting consequence informetion.

4.2.2. Unsatisfactory-Performance Databases

Unsati sfactory- performance databases can be used to obtain information about consequences.
Sometimes unsatisfactory-performance databases were not devel oped for risk andysis. Therefore, they
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might not contain the needed information or they might contain ill-defined and incomplete information for
risk analyss. Itispossble, in some cases, to utilize informed judgment to revise consequence
information from them. Many organizationd units are commonly interested in andyzing unsatisfactory
performances. Therefore, some of them might have such databases. If unsatisfactory-performance
databases are not available in-house, unsatisfactory- performance databases developed by other civil-
work facilities with amilar functions or generic unsatisfactory- performance databases can be used.
However, it isimportant to ensure that the collected consequence information is relevant to the process
under investigation. If not, informed judgment can be utilized to revise the collected consequence
information in order to make it more relevant.

Information on the different types of consequences, e.g., production and property losses, can be
assessed using this gpproach if such databases are available. Since consequence assessment isa
primary component to risk analyss, it is highly recommended to develop an unsatisfactory-performance
database that include consequencesin itsfields, if such a database is not available.

4.2.3. Cause-Consequence Diagrams

Cause-consequence (CS) diagrams (Henley and Kumamoto 1981) were devel oped for the purpose of
assessing and propagating the conditiond effects of an unsatisfactory performance using atree
representation. The analyss according to CS starts with sdlecting acritical event. Critica eventsare
commonly sdlected as convenient starting points for the purpose of developing the CS diagrams. For a
given critical event, the consequences are traced using logic trees with event chains and branches. The
logic works both backward (smilar to fault trees) and forward (Smilar to event trees). The procedure
for developing a CS diagram can be based on answering a set of questions a any stage of the analyss.
The questl ons can include, for example, the fallowing:

Can this event lead to other unsatisfactory- performance events?

What are the needed conditions for this event to lead to other events?

What other components are affected by this event?

What other events are caused by this event?

What are the associated consequences with the other (subsequent) events?

What are the occurrence probabilities of subsequent events or unsatisfactory-performance

probabilities of the components?

The resulting CS tree can be used to compute the unsati sfactory- performance consequences for the
possible unsatisfactory- performance scenarios (tree branches) with their occurrence probabilities.
Then, the average unsatisfactory- performance consegquence can be computed. Additiona information
about cause- consequence diagrams can be obtained from textbooks on reliability engineering such as
Henley and Kumamoto (1981).

Event-tree andys s results in unsatisfactory- performance sequences (scenarios) with associated
probabilities that can be useful in developing a cause-consequence diagram. The anadysisis based on an
inductive logic that moves forward in failing asystem of interest. For example, Sarting with an initiating
event questions such as "what might happen next and what are the associated probabilities’ are asked.
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Therefore, the tree results by branching forward towards the unsatisfactory-performance of the system.
Thelogic in event-tree andlysisis smilar to the cause- consegquence diagrams, but without considering
unsati Sfactory-performance consequences. Also, it does not include any deductive (i.e., backward)
logic, whereas the cause- conseguence andysis includes deductive logic by performing locdized fault-
tree anayss.

4.2.4. Formal Expert-Opinion Elicitation and Questionnaires

Expert-opinion dicitation isaforma process of obtaining information or answers to specific questions
about certain issues that are needed to meet certain anaytical objectives. The expert-opinion dicitation
processis described in Chapter 5.

If expert-opinion dicitation is needed to assess unsati factory- performance consequencesin risk
andysis, aforma expert-opinion dicitation is highly recommended. However, sometimes aformd
processis not possible due to avariety of reasons, such as the logigtics of convening a meeting of dl the
experts & the sametime. In this section, a procedure is suggested for performing expert-opinion
elicitation through questionnaires. Additiond information on congtruction and use of questionnaires
basaed on socid science is provided in Chapter 4.

The main difficulty in desgning questionnaires for the purpose of expert-opinion didtation isthat their
design needs to ensure the following conditions:

Communicating properly the statements of the questions of interest to the experts.
Himinating any ambiguity or vagueness in the statements of the questions and the anticipated
responses.

Eliminating any ambiguity or vagueness in how the responses should be expressed.
Providing an efficient design that is complete, concise, clear and easy to follow.

Additiond limitations on the use of questionnaires and experts are presented in Chapter 4.

An approach smilar to the forma expert-opinion dicitation process as described in Chapter 5, can be
used for congructing and administering questionnaires. The needed steps are smilar to the formal
expert-opinion dicitation process with a primary difference being the design and testing of
questionnaires. This step should be performed by arisk anadysisteam. For the selected issues, the
guestionnaires need to be designed so that each separately addresses a specific issue. However, smilar
issues can be addressed by the same questionnaire design with some changes in its contents. A
guestionnaire design should include the following components:

| ssue description

Expert familiarization of the issue

Aspects of the issue that should be considered in its assessment
Aspects of theissue that should not be considered in its assessment
Cause-consequence diagrams
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Anticipated response in content, units, presentation and style
The devel oped questionnaires need to be tested before their use in the expert-opinion dicitation

process. Thetest group can be selected on the bases of their familiarity with the issues, the objectives
of the udy, availability and willingness to provide expedient responses.
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5. Experts and Opinions

5.1. Introduction

Decison and policy makers are routingly interested in specul ative knowledge using experts for their
opinions. Knowledge categories based on these sources were identified as pistis and elkasia in Figure
1-8. These categories are not new, but creeting a structured mechanism for their acquisition and
eicitation Sarted relatively recently, after World War [1. Expert-opinion dicitation reached its pesk in
terms of public confidence in its results during the Vietnam War, followed by a decline towards the end
of the Nixon adminigtration (Cooke 1991). However, there is arenewed interest in these methods that
can be attributed in increased interest in reliability and risk methods for dedling with technology,
environment, and socioeconomic problems and challenges.

The objective of this chapter to summarize expert-opinion dicitation methods, methods for combining
expert opinion, and methods used in developing questionnaires in educationa and psychologicd testing
and socid research.

5.2. Historical Background

The development of structured methods for expert-opinion dicitation was done by the RAND
(Research AND Development) corporation of Sante Monica, California. The RAND corporation
resulted from ajoint U. S. Air Force and Douglas Aircraft effort in 1946 cdled Project RAND. Inits
first year of operation, RAND predicted the first space satellite would be launched in the middle of
1957. The prediction was accurately vaidated by the Russian Sputnik launch on October 4, 1957. In
1948, RAND gsplit off from Douglas Aircraft as the firgt think-tank type of a corporation. The research
of RAND can be classfied into four broad categories. (1) methodology, (2) strategic and tactica
planning, (3) internationa relations, and (4) new technology. Almost al of these categories can rely
heavily on expert opinions. Inits early days between World War 11 and Vietnam War, RAND
developed two methods for structured dlicitation of expert opinions: (1) Delphi method, and (2)
scenario andysis,

Example 4-1. Fallacy of Civil Defense Strateqic Planning of the 1960s

Herman Kahn led several RAND studies that were funded by the U. S. Air Force on the effects of
thermonuclear war and civil defense (Cooke 1991). He later founded the Hudson Ingtitute in New
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York. Hearticulated the strategic posture of finite deterrence and its upgrade to credible first strike
capability for Thermonuclear War (Kahn 1960). The finite deterrence requires maintaining an ability
to inflict unacceptable damage on an enemy after absorbing a surprise nuclear attack. This Strategy can
be augmented by counterforce measures to limit enemy-attack effects by building, for example, falout
shdters. By having enough counterfor ce measures with the ability to ddliver and knock out enemy
missiles before they are launched, acrediblefirst strike capability is achieved. Kahn argument
includes the initiation of a nuclear war in the case of a desperate crisis or provocation that would be
morally acceptable. A desperate crisisis defined as “a circumstance in which, destabilizing asit would
be, we would fed we would need an ability to rescue ourselves from amore dire eventudity by
increasing our bargaining power or by actua use of the credible first strike capability” (Kahn 1960).

The argument of RAND for crediblefirst strike capability is based on expert opinion of the
acceptable nature of retaliatory blow by an enemy as demondrated in Figure 4-1 in the form of an
estimated durationin years for thermonuclear postwar economic recuperation. Kahn goes further to
date“... Our calculationsindicate that even without specid stockpiling, dispersal, or protection, the
restoration of our prewar gross nationa product should take place in ardaively short time— if we can
hold the damage to the equivaent of something like 53 metropolitan areas destroyed.” The results were
based on the assumptions of “(1) favorable political environment (i.e., not losing the war), (2) immediate
aurvivd and patch-up, (3) maintenance of economic momentum, (4) specific bottlenecks dleviated, (5)
“bourgeois’ virtues survive, (6) workable postwar standards adopted, and (7) neglected effects
unimportant.” These are uncertain assumptions that were arguably justified by Kahn (1960) and were
st at levelsthat were described as more likely to be pessmigtic than optimistic.

The andysisby RAND did not adequately ded with uncertainty and ignorance. It weighed heavily
cognitive knowledge and expert opinion cregting overconfidence in the results. Newman (1961)
provided areview in Scientific America of Kahn's book in which he conjectured that the entire book
was a staff joke in poor taste (Newman 1961, and Freeman 1969). The RAND study failed in
properly ng ignorance that places limits on human knowledge as shown in Figure 1-6. Since the
publication of Thermonuclear War (Kahn 1960), the phenomenon of ectromagnetic pulse and
potentia climatologica changes as aresult of thermonuclear war were identified. These problems were
not consdered by RAND. The latter problem can result from the injection of millions of tons of dust
and smoke in the upper atmosphere resulting in subfreezing land temperatures for months, and perhaps
destroying human food resources such as crops. The effect of 100 to 10,000 total megatons of nuclear
exchange could conceivably reduce the “ population size of homosapiansto prehigtoric levels or below,
and the extinction of human species itsdf cannot be excluded” (Science 1983). Another falure of the
RAND study isin logic used to conduct reasoning under uncertainty. For example, Kahn arguably
concludes that after asmall nuclear destruction scenario of 53 metropolitan areas, we will probably
restore our gross national product (GNP) quickly. He arguesthat it is likely that we can handle
radiation, it islikely that we can handle degth, it islikely that we can handle destruction, therefore it is
likely that we can handle jointly radiation, desth and destruction. Asaresult he concludes that we will
probably restore our GNP quickly. A falacy of thislogic in probabilistic reasoning is that high
probabilitic likeliness of three propositions does not necessarily lead to a high probabilistic likeliness of
their joint propodtion. Uncertainty does not propageate in this smple manner as was used by Kahn. A
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proper trestment of uncertainty through assessment, modeling, propagation and integration is essentia in
conjecture.
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Figure 4- 1. Estimated Duration for Thermonuclear Postwar Economic Recuperation

5.2.1. Delphi Method

The Delphi method is by far the most known method for diciting and synthesizing expert opinions. The
RAND corporation developed the Delphi method for the U. S. Air Force in the 1950s. In 1963,
Helmer and Gordon used the Delphi method for a highly publicized long-range forecasting study
(Helmer 1968). The method was extensvely used in awide variety of gpplicationsin the 1960s and
1970s exceeding 10,000 studiesin 1974 on primarily technology forecasting and policy andlyss
(Linstone and Turoff 1975).

The purpose and steps of the Delphi method depend on the nature of use. Primarily the uses can be
categorized into (1) technological forecasting, and (2) policy analysis. The technologica forecasting
relies on a group of experts on a subject matter of interest. The experts should be the most
knowledgesble about issues or questions of concern. The issues and/or questions need to be stated by
the study facilitators or andlysts or a monitoring team, and high degree of consensus is sought from the
experts. On the other hand, the policy analyss Delphi method seeks to incorporate the opinions and
views of the entire spectrum of stakeholders, and seeks to communicate the spread of opinionsto
decisonr-makers. In engineering, we are generdly interested in the former type of consensus apinion.

The basic Delphi method consgts of the following steps (Helmer 1968):
1. Sdection of issues or questions and development of questionnaires.
2. Sdlection of experts who are most knowledgeable about issues or questions of concern.
3. Issuefamiliarization of experts by providing sufficient details on the issues on the questionnaires.
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4. Elicitation of experts about the issues. The experts might not know who the other respondents
are.

5. Aggregaion and presentation of results in the form of median vaues and an inter-quartile range
(i.e., 25% and 75% percentile values).

6. Review of results by the experts and revison of initid ansversby experts. Thisiterative
reexamination of issues would sometimes increase the accuracy of results. Respondents who
provide answers outside the inter- quartile range need to provide written justifications or
arguments on the second cycle of completing the questionnaires.

7. Revison of results and re-review for another cycle. The process should be repeated until a
complete consensusis achieved. Typicdly, the Delphi method requires two to four cycles or
iterations.

8. A summary of the resultsis prepared with argument summary for out of inter-quartile range
vaues.

The responses on the find iteration usualy show less spread in comparison to preads in earlier
iterations. The median vaues are commonly taken as the best estimates for the issues or questions.

The Delphi method offers the needed an adequate basis for expert-opinion icitation, however, thereis
need to develop guiddines on its use to ensure congstency and result reliability. The remainder of this
chapter and Chapter 5 provide the needed devel opment.

Example 4-2. Helmer (1968) Delphi Questionnaire

This example provides a Delphi questionnaire as was origindly developed and used by Helmer (1968).
Table 4-1 showsthefirgt part out of four parts of the questionnaire on technologica innovations and use
in the United States. These questions were aso used in 1963 long range forecasting study by RAND,
and in 1966 using 23 RAND employees as participants. The differences among the results of three
sudies range from 0 to 21 years with an average of Sx years.
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Table4-1. Helmer (1968) Delphi Questionnaire

Questionnaire #1
Thisisthefirst in aseries of four questionnaires intended to demonstrate the use of the Delphi techniquein
obtaining reasoned opinions from a group of respondents.
Each of the following six questionsis concerned with developmentsin the United States within the next few
decades.
In addition to giving your answer to each question, you are also being asked to rank the questionsfrom 1to 7.
Here“1” meansthat in comparing your own ability to answer this question with what you expect the ability of
the other participantsto be, you feel that you have the relatively best chance of coming closer to the truth than
most of the others, whilea“7” means that you regard that chance asrelatively least.

Rank Question Answer*
[] 1. Inyour opinion, in what year will the median family income (in 1967

dollars) reach twice its present amount?
[] 2. Inwhat year will the percentage of electric automobiles among all

automobilesin use reach 50%7?

[] 3. Inwhat year will the percentage of households that are equipped
with computer consolestied to a central computer and data bank
reach 50%?

[] 4. By what year will the per-capita amount of personal cash
transactions (in1967 dollars) be reduced to one-tenth of what it is

now?

[] 5. Inwhat year will the power generation by thermonuclear fusion
become commercialy competitive with hydroel ectric power?

[] 6. By what year will it be possible by commercial carriersto get from

New Y ork to San Francisco in half the time that is now required to
make that trip?

[] 7. Inwhat year will aman for thefirst timetravel to the moon, stay at
least one month, and return to earth?

* “Never” isalso an acceptable answer.

Please also answer the following question, and give your name, (thisisfor identification purposes during the
exercise only; no opinionswill be attributed to a particular person).

Check one: [ ] I would like to participate in the three remaining questionnaires
[] I anwilling but not anxious to participate in the three remaining questionnaires
[] | would prefer not to participate in the three remaining questionnaires

Name (block letters please):

Example 4-3. NASA’s Challenger Space Shuttle Risk Study

The National Aeronautics and Space Adminigtration (NASA) sponsored a study to assess the risks

associated with the space shuttle (Colglazier and Weatherwax 1986, and Cooke 1991). In this study,
an estimate of the solid rocker booster failure probability per launch, based on subjective probabilities
and operating experience, was estimated to be about 1 in 35. The probability was based on Bayesan
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andysis utilizing prior experience of 32 confirmed fallures from 1902 launches of various solid rocket
motors. This estimate was disregarded by NASA, and a number of 1 in 100,000 was dictated based
on subjective judgments by managers and adminigrators (Colglazier and Weatherwax 1986, and
Cooke 1991). The dictated number was not in agreement with published data (Bell and Esch 1989).
The catastrophic Chalenger explosion occurred on the twenty-fifth launch of a space shuttle on January
28, 1986.

Higtoricaly, NASA was distrustful of absolute reliability numbers for various reasons. 1t was publicized
that the reliability numbers tend to be optimigtic, or taken as facts which they are not (Wiggins 1985).

In redlity, failure probabilities can be threatening to the survival to NASA’s mission programs. For
example, a Generd Electric quditative probabilistic sudy on the probability of successfully landing a
man on the moon was 95%. NASA fdt that such numbers could do an irreparable harm, and efforts of
this type should be disbanded (Bell and Esh 1989).

At the present, NASA is aggressively pursuing safety studies using probabiligtic risk analyss of its
various gpace missons. This changein NASA'’s practices can be attributed to the extensive
investigations following the 1986 shuttle disaster.

The NASA has used risk assessment matrices to avoid the problem of managers treating the values of
probability and risk as absolute judgements (Wiggins 1985). The Department of Defense offersthe use
of risk assessment matrices as atool to prioritize risk (Defense Acquidition University 1998).
Quadlitativey, the likelihood of occurrence and consequences of an adverse scenarios may be described
asshown in Tables 4-2 and 4- 3, respectively. Levels of occurrence may be based on expert-opinion
elicitation or actud probability data. The consequences described in Table 4-3 may be best determined
using expert-opinion dicitation. Tables 4-2 and 4-3 can be combined to from the risk matrix. Risk
assessment is based on the pairing of the likelihood of occurrence and consequences. Table 4-4 shows
this pairing and is caled arisk assessment matrix.

Table 4-2. Likelihood of Occurrence (Wiggins 1985)

Level | Description Detailed Description
A Frequent Likely to occur frequently
B Probable Will occur severd timesin life of a system
C Occasiond Likely to occur a sometimein life of a sysem
D Remote Unlikely but possible to occur in life of a system
E Improbable So unlikdly that it can be assumed its occurrence may not be
experienced
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Table 4-3. Consequence (Wiggins 1985)

Level | Description Mishap Definition
I Catasirophic Desgth or system loss
] Criticd Severe injury, severe occupationd illness, or mgor systlem damage
11 Margind Minor injury, minor occupationd illness, or minor system damage
V Negligible Less than minor injury, occupationd illness, or system damege

Table 4-4. Risk Assessment Matrix (Wiggins 1985)

Likelihood Consequence level
level I I [l v
Catastrophic Critica Margind Negligible
A: Frequent 1 3 7 13
B: Probable 2 5 9 16
C: Occasond 4 6 11 18
D: Remote 8 10 14 19
E: Improbable 12 15 17 20
Risk Index Suggested Criteria
1-5 Unacceptable
6-9 Undesirable (project management decision required )
10-17 Acceptable with review by project management
18-20 Acceptable without review

5.2.2. Scenario Analysis

The development of scenario analysis can be attributed to Kahn and Wiener (1967). A scenario is
defined as a hypothetical sequence of events that are constructed to focus attention on causa processes
and decision points or nodes. Scenario andys's attempts to answer two questions: (1) how might some
hypothetica situation come about, step by step, and (2) what aternatives or choices exist for each actor
or party to the Stuation, a each step, for preventing, diverting, or facilitating the process. Thefirst
question is addressed in a Smilar manner to what is called event tree analys's as described by Ayyub
and McCuen (1997). The second question is commonly handled nowadays using decision tree as
described by Ayyub and McCuen (1997). Kahn and Wiener (1967) used scenario analysisto predict
technologica innovations for the year 2000. An examination of thelr top likely 25 technologica
innovations would revea a success rate of about 40%. The predictions are based on 50% occurrence
likelihood.

The scenario andysis by Kahn and Wiener (1967) did not use scenario probabilities, and relied on
identifying what is termed the surprise-free scenario that is used as abasis for defining alternative
futures or canonical variations. The dternative futures or canonical variations are generated by
varying key parameters of the surprise-free scenario. Probabilities, that are absent from such an
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andyss, are arguably judtified by Kahn and Wiener (1967) due to long-term projections making all
scenarios of smal likdihood. The surprise-free scenario is considered important dueto its ability in
defining the long-term trend rather than itslikelihood. Therefore, it isimportant to bear in mind this
limitation of scenario analysis, its inability to ddliver likelihood predictions to us but only long-term trend.
At the present this limitation can be elevated by using event and decison tree analyses.

5.3. Scientific Heuristics

The contemporary philosopher of science Hans Reichenbach (1951) made a distinction between
“discovery” and “judtification” in science. Discovery in science can be characterized as
nonhomogenous, subjective and nonrationd. It can be based on hunches, predictions, biases, and
imaginations. It isthe product of creativity that extends in the domain of the unknown knowledge to
humankind as shown in Figure 1-6. For example, everyone has seen the moon movement across the
night sky and seen apples and other objects faling to earth, however, it took a Newton to redize the
same physica laws underlay both phenomena. Newton's ideas were subjected to testing and vaidation
using the scientific processes of judtification. Thereis surely a difference between discovering ideas or
phenomena and scientificadly justifying them. The process of discovery and judtification in science can
be viewed as arationa consensus process that is based on empirical control (testing) and repeatability,
i.e., the outcome of ideas should pass empiricd testing by anyone, and should be repeatable by anyone.
Heuristics isaprocess of discovery that is not necessarily structured.

Discovery isaform of scientific heurigtics that does not entail alot of structure and relies heavily on rules
of thumb, subjectivity, and credtivity. In order to be successful inits pursuit, it cannot gpproach issues
a hand in orderly fashion, requiring aleve of coherent disorder that must not reach to aleve of
disarray. However, subjectivity and disorder can lead to errors especialy biases that are not intentiondl;
athough intentiona or motivationd biases can be present and should be targeted for imination.
Psychometric researchers such as Kahneman et d (1982) and Thys (1987) have studied this area
extensvely on the fundamentd level and to understand its relation to expert opinions, respectively.

Heurigtics are the product of four factors: (1) availability, (2) anchoring, (3) representativeness, and (4)
control as shown in Figure 4-2. For agiven issue, availability isrelated to the ease with which
individuass (including experts) can recdl smilar events or Stuationsto thisissue. Therefore, probabilities
of well-publicized events tend to be overestimated whereas probabilities of unglamorous events are
underestimated.

Anchoring isthe next factor in heuristics where subjects, i.e., individuas or experts, tend to Sart with
an initid estimate and correct it to the issue a hand. However, the correction might not be sufficient.
For example, high schoal kids guessed order of magnitude differences in estimating the product of the
following two number sequences within ashort period of time:

8X7x6x5x4x3x2x1 and 1x2x3x4x5x6x7x8



The differences can be atributed to performing the first few multiplications, establishing anchors, and
edimating the fina answers through extrapolation (Kahneman et d 1982).

Representativeness can affect conditiona probability assessments. For example, individuas tend to
intuitively evaluate the conditiond probability P(A|B) by assessing the smilarity between A and B. The
problem with this assessment is that Smilarity is symmetric whereas conditiona probabilities are nat, i.e,
the resemblance of A to B isthe same as the resemblance of B to A; whereas P(A|B) does not equal

P(BIA).

The control factor refers to the perception of subjectsin that they can control or had control over
outcomes related to an issue at hand. For example, Langer (1975) demondtrated that lottery ticket
buyers demanded higher median prices for resdlling their tickets to aticket seeker if they had sdected
the ticket numbers than others who were given tickets with randomly selected numbers. The false sense
of control contributed to increased believe in the value of thelr tickets.

Heuridtics
y v
Avallability Anchoring
A A
Representativeness Control

Figure4-2. Heurigtics

Other sources of bias or error include (1) base-rate falacy, (2) overconfidence. The base-ratefdlacy
aises asareault of usng misguided, or misinformed subjects. A subject might rely on recent or popular
information and unintentionally ignore the higtoric rate for an event of interest. The recent or popular
information might make the subject biased towards a substantidly different rate than the historic vaue.
For example, a subject might assgn ardatively large occurrence probability for afalure event of a
component as aresult of recent or highly popularized falure information despite a historicdly low fallure
probabilities for such components. The base rate which islow in this case should be combined with the
new information (i.e., recent or highly popularized falure information) usng Bayes theorem resulting in
relatively small change in the base rate. Overconfidence resultsin error and biases usudly as aresult of
poor cdibration (Cooke 1991). Overconfidence especidly commonin ng confidence intervas
on an estimated value. Subjects tend to provide narrower confidence intervals compared to redl
intervas. Cdibration can hep in controlling overconfidence. Overconfidence aso appearsin assessing
smal (or large) probabilities, less than 0.01 or in some cases less than 0.1 (larger than 0.99 or in some
caseslessthan 0.9). Subject cdibration can help in reducing the effects of base-rate fdlacy and
overconfidence. A well-calibrated subject can be defined as an individua that would consistently
produce an estimate that isin agreement with the corresponding true value. Subjects can be cdibrated
by providing them with feedback on their assessmentsin training-like sessions. Expert calibration was
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successfully performed for wegther forecasting as was reported by Murphy and Daan (1984). The
cdibration process involves training subjects of probability concepts, error sources, biases, expectation,
issue familiarization, aggregation methods, reporting and use of results (Alpert and Raiffa 1982, Murphy
and Daan 1984, Winkler and Murphy 1968, and Ferrell, 1994).

Subjectively assessed probabilities should be examined carefully for any signs of error or inadequecy .
Historicaly, such signsinclude (1) data spread, (2) data dependence, (3) reproducibility, and (4)
cdibration. It iscommon to have spread in subjectively assessed probatilities especialy when dedling
with low numbers (or large numbers for their complementary events). For example, the failure
probability of a high-quality sted pipe (10-meter long) of adiameter at least 7.6 cm per hour was
subjectively assessed by 13 experts (NRC 1975) asfollows. 5E-6, 1E-6, 7E-8, 1E-8, 1E-8, 1E-8,
1E-8, 6E-9, 3E-9, 2E-9, 2E-10, 1E-10, and 1E-10. The Nuclear Regulatory Commission (NRC)
used avaue of 1E-10 with 90% confidence bounds of 3E-9 and 3E-12 in assessing the annua
probability of core met dueto an earthquake. The following observations can be made based on these
asesIments.

1. Thedatahave a spread of 5E-6 to 1E-10 which can be expressed as an upper-limit to lower-
limit ratio of 10,000.

2. The adopted vaue corresponds to the smalest value in this spread.

3. The 90% confidence bounds contain only 5 vaue out of the 13 gathered vaues.

Data spread is common in dedling with low numbers. Data spread can be reduced by asking subjects
with extreme views to judtify their vaues, and re-dliciting the data to establish a consensus on atighter
spread; athough, it is common that data spread is just reported and discussed in order to justify and
adopt a vaue with associated confidence bounds.

Data dependence can arise as aresult of pessmistic or optimistic subjects, i.e., consstently biased
subjects that provides low or high vaues, respectively, in comparison to corresponding true (long-term)
vaues. Statisticd tests can be performed on data dependence as aresult of using biased subjects as
given by Cooke (1986).

Reproducibility of results can be examined by performing a bench mark study that would require severd
teams to perform independent andyses based on a common set of information about a syslems. Then,
the results of analyses are compared for spread in the form of ratios of maximum to minimum reported
vaues by theteams. Severd bench mark studies of this type were performed (for example, Amendola
1986, and Brune et d 1983). The Amendola (1986) study was structured in four stages using 10 teams
from different European countries to assess the falure probability of afeedwater system. The four
stages are:

1. Thefirg gage involved blind, independent evauation by the teeams as an initia probabiligtic

andyds without information sharing among theteams. The spread rétio in the resulting
probabilitiesis 25 (i.e., 8E-4 and 2E-2).
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2. Fault tree analyss was independently performed by the teams resulting in a Spread ratio of 36.
Afterwards the teams met to produce one fault tree, but could not agree on a common one.

3. Inthisstage, acommon fault tree was assgned to theteams. The teams used their own data to
produce the system failure probability. The spread ratio in the resulting probabilitiesis9. This
dtage isolates the effect of data on the results.

4. Inthisstage, acommon fault tree and data were given to the teams. The teams used their
andytica toolsto produce the system failure probability. The spread ratio in the resulting
probabilitiesisabout 1. This stage isolates the effect of the anayticd tools.

Having data with small spread and without dependence, that have been reproduced by severa teams,
does not mean that the data are correct, it only increases our confidence in them. The process of
cdibration is closdy tied to the process of result vdidation, which is difficult Snce opinion dicitation is
commonly associated with rare events that cannot be vadidated. Training of subjects, however, can be
based on other events or issuesin order to have cdibrated subjects.

Example 4-4. | nformation Communication for National Security | ntelligence

Theintdligence community isin the business of information collection. It is quite common that gathered
information is marred with subjectivity, uncertainty, and perhaps irrdlevance, and can be from non-
reliable sources. Theintelligence community is aware of and regularly deds with these problems. For
example, the U. S. Defense Inteligence Agency (DIA) investigated uncertainty in intelligence information
(Morrisand D’ Amore 1980), and provided a summary of various conceptua and anaytica models for
this purpose. The primary interest of the study was to assess uncertainty in projecting future force levels
of the USSR. A secondary motive to the sudy was the falure to predict the fal of the Shah of Iranin
1979 (Cooke 1991)

Theintdligence community widely used a rdliability-accuracy rating Ssystem to communicate uncertanty
asshownin Table 4-6. However, Samet (1975) indicated that this system is not adequate sSince
correspondents tend to emphasize information accuracy, and does not necessarily convey uncertainty
attributed to source reliability. The DIA used the Kent chart as shown in Table 4-7 to provide a
quantitative interpretation of natura language expressons of uncertainty. Asreported by Morris and
D’ Amore (1980), however, the Kent chart has been replaced by a direct use of probabilities.

Table 4-5. Reliability and Accuracy Ratingsin Intelligence Information (Morrisand D’Amore
1980)
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Sour ce Reliability Information Accuracy

A. Completdy rdiable 1. Confirmed

B. Usudly rdigble 2. Probably true

C. Farly rdiable 3. Posshly true

D. Not usudly rdiable 4. Doubtfully true

E. Unrdidble 5. Improbable

F. Rdiability cannot be judged 6. Accuracy cannot be judged

Table4-6. A Kent Chart (Morrisand D’ Amor e 1980)

Likelihood order | Synonyms Chancesin 10 | Percent

Near Certainty Virtually (almost) certain, we are convinced, 9 99
highly probable, highly likely 90

Probable Likey 60
Webelieve

We estimate
Chances are good
It is probable that

3 N 00

Even chance Chances are dlightly better than even
Chances are about even
Chances are slightly less than even

40

Improbable Probably not
Unlikely
Webelieve ... not

10

RN W A~ O

Near impossibility Almost impossible
Only aslight chance
Highly doubtful

Note: Words such as“ perhaps,” “may,” and “might” will be used to describe situationsin the lower ranges of
sed without further modification, will generally be used only when a
judgment isimportant but cannot be given an order of likelihood with any degree of precision.

5.4. Rational Consensus

The use of expert opinions in engineering needs to be performed as a part of arationd consensus
process. A rationd consensus process should meet the following requirements (Cooke 1991):

1. Reproducibility. The details of collection, gathering and computation of results based on expert
opinions need to be documents to aleve that make them reproducibility by other expert peers.
This requirement is in agreement with acceptable scientific research.

2. Accountability. Experts, their opinion and sources should be identified for reference by others as
expert unanimity might degrade outcomes of consensus building and expert-opinion dicitation.

3. Empirica Control. Expert opinion should be susceptible to empirica control if possble a a
minimum for selected practical cases. Empirica control can be performed by comparing results of
expert-opinion dicitation with observations for sdected control issues. This empirical control might
not be possble in some Stuation, but it isin agreement with acceptable scientific research.
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4. Neutrdity. The method of diciting, evauating and combining expert opinions should encourage
expertsto Sate their true opinions. For example, the use of the median to aggregate expert opinions
violaes this requirements since the median rewards centrdly compliant experts. Methods of using
weighted averages of opinions based on slf weights or weights by experts of each other have the
samefdlacy.

5. Fairness. The experts should be equaly trested during the icitation and for the purposes of
processing the observations.

5.5. Elicitation and Scoring Methods

This section provides asummary of various methods that can be used for dicitation of expert opinions.
Also, methods for scoring or rating experts are presented. In order to increase the chances of success
in using dicitation and scoring methods, Cooke (1991) provided suggested practices and guidelines.
They were revised for the purposes of this sudy and are summarized asfollows:

1. Theissuesor questions should be clearly stated without any ambiguity. Sometimes there might be a
need for testing the issues or questions to ensure their adequate interpretation by others.

2. The questions or issues should be stated using appropriate format with listed answers, perhaps

graphicaly expressed, in order to facilitate and expedite the icitation and scoring processes.

It is advisable to test the processes by performing a dry run.

The andysts must be present during the dicitation and scoring processes.

Training and cdibration of experts must be performed. Examples should be presented with

explandions of dicitation and scoring processes, and aggregation and reduction of results. The

andysts should avoid coaching the experts or leading them to certain views and answers.

6. Thedicitation sessons should not be too long. In order to handle many issues, severd sessons
with appropriate breaks might be needed.

ok w

5.5.1. Elicitation Methods

55.1.1. Indirect Elicitation

The direct dicitation method is popular among theoreticians and was independently introduced by
Ramsey (1931) and De Finetti (1937). The indirect method is based on betting rates by expertsin
order to reach apoint of indifference among presented options related to an issue. The primary
disadvantage of this method is the utility vaue of money is not necessarily linear with the options
presented to an expert, and the utility vaue of money is expert dependent.

Other indirect techniques were devised by researchersin order to elicit probabilities from probability-

illiterate experts. For example, andysts have used time to firg failure estimation or age at replacement
for apiece of equipment as an indirect estimation of failure probability.
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Example 4-5. Betting Rates for Elicitation Purposes

Betting rates can be used to subjectively and indirectly assess the occurrence probability of an event A,
cdled p(A). According to this method, an expert E is hypotheticaly assgned alottery ticket of the
following form:

Expert E receives $100 if A occurs. 4-1)

The interest heregfter is the value that the expert attaches to thislottery ticket. For an assumed amount
of money $x, that isless than $100, the expert is asked to trade the ticket for the $x amount. The
amount $x isincreased incrementaly until a point of indifferenceisreached, i.e, thelottery ticket hasthe
same vaue as the offered $x amount. The $x postion is cdled certainty equivalent to thelottery
ticket.

Assuming the expert to be arational and unbiased agent, the $x position which is certainty equivaent to
the lottery ticket, provides an assessment of an expectation. The expected utility of the lottery ticket can
be expressed as

Expected utility of the lottery ticket = $100k (p(A)) (4-2)

Where p(A) = the occurrence probability of A, and k = acongtant that represent the utility for money as
judged by the expert. The utility of money can be a nonlinear function of the associated amount. At the
certainty equivdent postion, $x hasautility of k$x which is equivaent to the expected utility of the
lottery ticket as shown in Eq. 4-2. Therefore, the following condition can be set:

$100k(p(A)) = k$x (4-3)
Solving for p(A) produces
— $X -
pP(A) = $100 (4-4)

The utility of money in the above example was assumed to be linear; whereas empirica evidence
suggeststhat it ishighly nonlinear. Gaanter (1962) congtructed Table 4-8 by asking subjects the
following question:

“ Suppose we give you x dollars; reflect on how happy you are. How much

should we have given you in order to have made you twice as happy?”
Thefallowing utility function U was developed based on these data:

U(x) = 3.71x2% (4-5)

It is evident that the willingness of people to run arisk does not grow linearly with an increased amount
X. Similar tests were performed for losses of money and their relationship to unhappiness, but were
incondusive as subjects found the questions * Therefore, betting rates might not be
suitable for failure probability assessment especidly since such probabilities are commonly very smdl.
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Table 4-8. Money Required to Double Happiness (Galanter 1962)

Twice as Happy
Given Mean Median
X
$10 $53. $45
$20 $538 $350
$1000 $10,220 $5,000

55.1.2. Direct Method

This method dlicits a direct estimate of the degree of belief of an expert on someissue. Despite its
smple nature, this method might produce the worgt results especidly from experts who are not familiar
with the notion of probability. Methodsthat fdl in this category are Delphi method and the nomina
group technique. The D phi technique as described in detail in Section 4.2.1 dlow for no interaction
among the dicited expert before rending opinions. Variations to this method were used by engineers
and scientist by dlowing varying levels of interactions that range from limited interaction to complete
consensus building as described in Section 4.4. The nomina group technique alows for a structured
discusson after the experts have provided initid opinions. The findl judgement is made individudly on a
second cycle of opinion elicitation and aggregated mathematicaly smilar to the Delphi method
(Gudtafson et d 1973, and Morgan and Henrion 1992). Lindley (1970) suggested a method that is
based on comparing an issue to other familiar issues with known answers. This comparative
examination has been proven to be easier for experts than directly providing absolute find answers. For
example, sdected experts that are familiar with an event A and its occurrence probability p(A) are used
to subjectively assess the occurrence probability of event B. We are interested in assessing the
occurrence probability of event B that is not of the same probability familiarity to the experts as p(A).
Experts are asked to assess the relative occurrence of B to A, say 10 times as frequent. Therefore,

p(B) = 10p(A).

55.1.3. Parametric Estimation

Parametric estimation is used to assess the confidence intervals on a parameter of interest such asthe
mean vaue. The estimation process can be in the form of atwo-step procedure as follows (Preysd and
Cooke 1989):

1. Obtain amedian estimate of a probability (m), and

2. the probahility (r) that the true vaue will exceed 10 times the median vaue (m).

Them and r vaues can be used to compute the 5% and 95% confidence bounds as kl and
0.95

mM(Ko.gs), respectively, where
exp(- 0.658
oo » SO0 (4-6)
4. ¢

inwhich z., isthe (1-r)™ quantile value of the standard normal probability distribution. Experts were
found to like and favor two-step methods for dedling with uncertainty.
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5.5.2. Scoring Methods

Scoring methods can be used to assess the information reliability (or quality) provided by experts
through an expert-opinion dicitation process. The resulting scores can be used, for example, to
determine weight factors for combining expert opinionsif needed. Severd methods can be used for this
purpose as described in this section.

5521  Sdf Scoring

According to this method, each expert provides a salf assessment in the form of a confidence level for
each probability or answer provided for an issue. The primary disadvantages of this method are bias
and overconfidence that can result in inaccurate salf assessments.

5.5.2.2. Collective Scoring

According to this method, each expert provides assessments of other expertsin the form of confidence
levelsin their provided probabilities or answersrelated to anissue. The primary disadvantages of this
method are bias and non-reproducibility.

55.23. Entropy and Discrepancy Measures

Experts can be asked to provide a probability mass function that is associated with dl possible values
for an issue of interest such as occurrence probability of an event. Assuming that there are m possible
vaues, the probability assignment by an expert can be expressed asp(i), i =1, 2, ..., m, and the
Entropy H(P) measureis given by

m
H(P)=-3 p@)In(p(i)) (4-2)

i=1
The Entropy measure (Klir and Folger 1988) takes valuesfromOto 1. Itsvadueiszeroif p(i) =1, and
one for equdly likely outcomes of p(i) = I/mfor dl i. It isdesrable to obtain an assessment from
experts with the lease Entropy value from a set of expertswith equa circumstances and conditions;
although equa circumstances and conditions might not be attainable. The corresponding true vaues of
the probability mass function can be expressed as (i), | = 1, 2, ..., m; therefore, the discrepancy
messure can be defined as

H(SP)= & s(|)|n§es((')2 (4-3)
i=1 e Pl)g

The discrepancy measure (Cooke 1991) provides an assessment of the degree of surprise that someone
would experience, if an esimatep(i), i =1, 2, ..., misobtained whereas the red vaduesare (i), i = 1,
2, ..., m. For continuous random variables, the respective Entropy and discrepancy measures are
¥
H(P) =- f ()In( f(x))dx 4-9
-y
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¥
H(S,P)= ¢ s(x)|n§eﬂ_ (4-5)

The primary features of this method are its higher andytical complexity and information needsin
comparison to previous methods. These features can hinder its use in some cases, and make a most
suited method in other cases.

5.6. Combining Expert Opinions

In some gpplications, expert opinions in the form of subjective probabilities of an event need to be
combined into a single vaue and perhaps confidence intervas for their use in probabilistic and risk
analyses. Cooke (1991) and Rowe (1992) provided a summary of methods for combining expert
opinions. The methods can be classfied into consensus methods and mathematicad methods (Clemen
1989, and Ferrell 1985). The mathematical methods can be based on assigning equal or different
weights to the experts. This section provides a summary of these methods.

5.6.1. Consensus Combination of Opinions

A consensus combination of opinion is arrived at through a facilitated discussion among the experts to
some agreeable common vaues with perhaps a confidence interval or outer quartile vaues. The
primary shortcomings of this method are (1) socialy reinforced irrdlevance or conformity within agroup,
(2) dominance of strong-minded or strident individuds, (3) group motive of quickly reaching an
agreement, and (4) group reinforced bias due to common background of group members. The
fecilitator of an expert-opinion dicitation sesson should play amgor role in reducing group pressure,
individual dominance, and biases.

5.6.2. Percentiles for Combining Opinions

A p-percentile value (xp) for arandom variable based on a sample was defined in Chapter 2 asthe
vaue of the parameter such that p% of the dataisless or equa to Xp- On the bad's of this definition, the
median vaue is conddered to be the 50 percentile value. Aggregeating the opinions of experts can be
based on computing the 25, 50 and 75 percentile vaues of the gathered opinions. The computation of
these values depends on the number of experts providing opinions. Table 2-2 provides a summary of
the needed equations for 4 to 20 experts. For example, 7 experts provided the following subjective
probability of an event that are sorted in decreasing order:

1.0E-02, 5.0E-03, 5.0E-03, 1.0E-03, 1.0E-03, 5.0E-04 , and 1.0E-04.

The median and arithmetic quartile points according to Table 2-1 are respectively given by

Median = 1.0E-03,

25 percentile=  5.0E-03, and
27 percentile=  7.5E-04.
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5.6.3. Weighted Combinations of Opinions

French (1985) and Genest and Zidek (1986) provided summaries of various methods for combining
probabilities and example uses. For E experts with the i™ expert providing a vector of n probability
vaues, pai, Pai, ---, Pri, fOr sSample space outcomes Ay, A,, ..., Ay, the E expert opinions can be
combined usng weight factors wy, Wo, ..., We that sum up to one using one of the following sdlected
methods:

1. Weighted arithmetic average:
The weighted arithmetic mean for outcomej can be computed as follows:
E
Weighted arithmetic mean for outcomej = M4 (j) = § W pji (4-6q)
i=1
The weighted arithmetic means are then normaized using their totd to obtain the 1-norm probabilityfor
outcome for each outcome as follows:

M1 (i)

1-norm probability for outcomej = R (]) = - (4-6b)
a Mi(k)
k=1
2. Weighted geometric average:
The weighted geometric mean for outcome j can be computed as follows:
E
Weighted geometric mean for outcomej = Mg (j) = O p‘j’;" (4-7a)

i=1
The weighted geometric means are then normadized using ther totd to obtain the 0-norm probability for
outcome for each outcome as follows.

. . . Mo(]
0-norm probability for outcomej = Py(j) = noi (4-7h)
a Mo(k)
k=1
3. Weighted harmonic average:
The weighted harmonic mean for outcome | can be computed as follows:
, 1
Weighted harmonic mean for outcomej = M_ 1(j) = = (4-8a)
o Wi
i=1 Pji

The weighted harmonic means are then normdized using their tota to obtain the - 1-norm probability for
outcome for each outcome as follows:



M. 1(J)

-1-norm probability for outcomej = P. 1 (j) = — (4-8b)
aM_1(k)
k=1
4. Maximum vaue
The maximum vaue for outcomej can be computed as follows:
E
Maximum value for outcomej = My (j) = max (p;i ) (4-9a)

i=1

The maximum vaues are then normdized using their totd to obtain the ¥ -norm probability for outcome
for each outcome as follows.

Mo (i
¥ _norm probability for outcomej = R, (j) = n¥¢ (4-9b)
a My (K
k=1
5. Minimum vaue
The minimum vaue for outcomej can be computed as follows:
E
Minimum value for outcomej = M_y (j) = max (pji) (4-10a)
i=1

The minimum vaues are then normdized using ther tota to obtain the -¥ -norm probakility for outcome
for each outcome asfollows:.

M :
-¥ -norm probability for outcomej = P (j) = n& (4-10b)
a M.y (k)
k=1
6. Generdized weighted average:
The generdized weighted average for outcome j can be computed as follows:
1/r
. . = 0
Generalized weighted average for outcomej = M, (j) = gé w; pji (4-114)
ei=1 2

The generdized weighted averages are then normalized using their total to obtain the r-norm probability
for outcome for each outcome as follows:
M. (J)
n

a M (K
k=1

r-norm probability for outcomej = P, () = (4-11b)

55



whereforr=1,0,-1, ¥, and -¥ cases 1to 5 result, respectively. The modes of Egs. 4-6 to 4-11 can
be restated for continuous random variables by using integras in place of the summeations smilar to Egs.
4-4 and 4-5.

5.6.4. Opinion Aggregation Using Interval Analysis, Fuzzy
Numbers and Uncertainty Measures

Sometimes it might be desrable to dlicit probabilities and/or consegquences using linguistic terms as
shown in Table 2-1 for linguigtic probabilities. Linguistic terms of this type can be trandated into interval
or fuzzy numbers. Intervas are considered as a specid case of fuzzy numberswhich areinturn a
specid case of fuzzy sets.

A fuzzy st is defined as a set whose boundary is not sharp, and can be characterized by a membership
grade function. The membership function a , (X) for afuzzy set A can be defined as
a,(x): Xe [0] (4-12)

where X = auniversal set. The membership function isthe grade of compatibility of x in A or the degree
of belief of x InA. An @ -cut of afuzzy set A can be defined as

A, ={x1 X|a ,(X)* a,fora 1 [01]} (4-13)

If the shape of the membership function istriangular, the fuzzy sat is cdled atriangular fuzzy number. An
a -cut of afuzzy set A can be expressed as

A, =[ab] (4-14)
where a and b are the lower and upper x limits of theintervd a @ .
For two fuzzy numbers A and B, let A =[a,b] and B, = [c,d], wherea, b, c, and d are real numbers,

anda i [0,1]. Fuzzy arithmetic (addition, subtraction, multiplication, and divison, respectively) can be
defined as fallows (Kaufmann and Gupta 1985, and M oore 1966):

A + B, =[a,b]+[c,d]=[a+cb+d] (4-15a)
A - B =[ah]- [c,d]=[a- d,b- c] (4-15h)

A ° B =[ahb]" [c,d] =[min(ac,ad,bc,bd), max(ac,ad,bc, bd)] (4-15¢)

A 1B, =[a,b]/[c,d]=[min (a/c,a/d b/c,b/d), max(a/c,a/d b/c,b/d)]  (4-15)

Equation 4-15d requiresthat 01 [c,d].

In order to employ fuzzy arithmetic in numerica methods, the fuzzy division and subtraction need to be
revised to the condraint type (Ayyub and Chao1998). The modified definition of the fuzzy divison for
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A | A ishereby givenfor A =[a,b] with OT [a,b]. Fordl x,yT A, thefollowing definition can
be made:

1. For nonrestricted x and y, the fuzzy divison is given as followswhich is based on Eq. 4-15d:
AL 18D (min (a/a,a/b,b/a,b/b), max(a/a.a/b,b/a,b/b)] (4-169)
A (y) [ab]
2. For arestricted case where x = vy, thefuzzy divisonis
A() _[abl _,

= = (4-16b)
A (y) [ab]

For fuzzy subtraction, asmilar definitionfor A - A canbegivenfordl x,yT A, asfollows
1. For non-redtricted x and 'y, the fuzzy subtraction is given as follows which is based on Eq. 4-15b:

A (x)- A (y)=[a,b]- [a,b]=[a- b,b- a] (4-17a)
2. For aredtricted case where x =y, the fuzzy subtractionis
A (x)- A(y) =[ab]- [a,b]=0 (4-17b)

Fuzzy arithmetic can be used to develop methods for aggregating expert opinions that are expressed in
linguidtic terms.  This aggregation procedure returns the uncertainties in the underlying opinions by
obtaining afuzzy combined opinion. Also, uncertainty measures can be used to aggregate expert
opinions based on principles of maximizing uncertainty as was demondrated by La and Ayyub (1994).
The needed analytica tools for this purpose are recommended for further development in future
USACE dudies.

5.7. Methods of Educational and Psychological
Testing, and Social Research

5.7.1. Standards for Educational and Psychological Testing

Credible behaviord testing and research adhere to the Standards for Educationa and Psychological
Testing (SEPT) published by the American Psychological Association (1985). The objective of this
section isto summarize these standards, to determine how they relate to expert-opinion icitation, and
to identify any pitfalsin expert-opinion dicitation based on examining these standards.

Sacman (1975) from the RAND corporation provided a highly critica critique of the Delphi methods
based on its compliance with the SEPT among other scientific and research practices. This critiqueis
valuable, and is summarized herein since its applicability in some concerns goes beyond the Delphi
methods to other expert-opinion dicitation methods.
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Sacman (1975) found that conventiond Delphi gpplications (1) often involve crude questionnaire
designs, (2) do not adhere to proper atistica practices of sampling and data reduction, (3) do not
provide reliability measures, (4) do not define scope, populations, and limitations, (5) provide crisply
dtated answers to ambiguous questions, (6) involve confusing aggregation methods of expert opinions
with sysematic predictions, (7) inhibit individuaity, encourage conformity, and pendize dissdents, (8)
reinforce and inditutiondize early closure on issues, (9) can give an exaggerated illusion of precision,
and (10) lack professond accountability. Although his views are sometimes overstated, they are lill
ussful in highlighting pitfalls and disadvantages of the Delphi method. The vaue of the Delphi method
comes from itsinitid intended uses as a heurigtic tool, not a scientific tool, for exploring vague and
unknown future issues that are otherwise inaccessible. It isnot a subgtitute to scientific research.

According to the SEPT, atest involves severd parties asfollows: (1) test developer, (2) test user, (3)
test taker, (4) test sponsor, (5) test administrator, and (6) test reviewer. In expert-opinion dicitation
gudies, smilar parties can beidentified. The SEPT provide a criteriafor the eva uation of tests, testing
practices, and the effects of test use. The SEPT provide aframe of reference to supplement
professiona judgement for ng the appropriateness of atest gpplication. The standard clauses of
the SEPT are classfied and identified as (1) primary standards that should be met by dl tests, and (2)
secondary standards that are desirable as goas but are likely to be beyond reasonable expectation in
many Stuations. The SEPT cong<t of four sections as follows:

Part 1. Technica Standards for Test Congruction and Evauation
Part 1l. Professond Standardsfor Test Use

Part I1l. Standards for Particular Applications

Part IV. Standardsfor Adminigtrative Procedures

These SEPT parts are described in subsequent section asthey relate to expert-opinion dicitation.
Part |. Technica Standards for Test Congtruction and Evaluation

Part | of the SEPT provides standards for test construction and eva uation that contain standards for
vaidity, reliability, test development, scaling, norming, comparability, equating, and publication.

The validity congderation of the SEPT covers three aspects. (1) congtruct-related evidence, (2)
content-related evidence, and (3) criterion-related evidence. The construct-rel ated evidence primarily
focuses on the test score appropriateness in measuring the psychologica characterigtic of interest. In
these guiddines, expert-opinion dicitation dedls with occurrence likelihood and consequences. The
corresponding test scores can be selected as probabilities and consequence units such asdollars. The
use of these scores does meet the vdidity standards of SEPT in terms of a construct-related evidence.
The content-related evidence requires that the selected sample is representative of some defined
universe. In the context of expert-opinion dicitation, experts should be carefully selected in order to
mest the content-related evidence. The criterion-related evidence needs to demondirate that the test
scores are related to a criterion of interest in the redl world. 1n the context of expert-opinion dicitation,
the estimated occurrence probabilities and consequences need to be related to corresponding redl, but
unknown, vaues. This criterion-related evidence for vdidity isin agreement with the vaidation concept
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inthe AIAA Guide for Verification and Vdidation of Computationd FHuid Dynamics Smulations as
shown in Figure 4-3. Thelast consderation in vdidity isvalidity generalization that was reported in
the form of the following two uses: (1) to draw scientific conclusions, and (2) to transport the result
vaidity from one case to another. In the context of expert-opinion dicitation, vaidity generdization
based these two uses might be difficult to justify. Selected primary vadidity sandards, most related to
expert-opinion icitation are shown in Table 4-8. They were taken from the 1997 draft revision of the
SEPT is posted on the World Wide Web site of the American Psychological Association.

The religbility consderation of the SEPT deals with measurement errors due to two primary sources: (1)
variations from one subject to another that are subjected to the same conditions and provided with the
same background information, and (2) variations from one occasion to another by a specified subject.
The tools that are needed to estimate the reliability of the scores, and test measurement errors are
dependent on the error type. Statistical methods can be used for this purpose. In the context of expert-
opinion dicitetion, this reliability consideration requires aggregation procedures of expert opinionsto
include measures of centra tendency, biases, dispersion, correlation, variances, standard error of
estimates, spread of scores, sample Sizes, and population definition.

Part | of the SEPT requires that tests and testing programs should be developed on a sound scientific
bass. The slandards puts the respongbility on the test devel opers and publishers to compile evidence
bearing on atest, decide which information is needed prior to test publication or distribution and which
information can be provided later, and conduct the necessary research.

The scaling, norming, comparability, and equating consderations in the SEPT ded with aggregation and
reduction of scores. The documentation of expert-opinion elicitation should provide experts and users
with clear explanations of the meaning and intended interpretation of derived score scaes, aswell as
ther limitations. Measurement scaes and aggregation methods with their limitations, that are used for
reporting scores, should be clearly described in expert-opinion dicitation documents. The documents
should aso include clearly defined populations that are covered by the expert-opinion dicitation
process. For studies that involve score equivalence or comparison and equating of findings, detailed
technical information should be provided on equating methods or other linkages and on the accuracy of
equating methods.

Adminigrators of atest should publish sufficient information on the testsin order for quaified users and
reviewers to reproduce the results and/or assess the appropriateness and technical adequacy of the test.
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Table 4-8. Selected Validity Standards from the Standards for Educational and Psychological

Testing (APA 1997)

1997 Draft SEPT | Standard Citation Relationship to Expert-
Standard opinion dicitation
11 A rationale should be presented for each recommended Definition of issues for expert-
interpretation and use of test scores, together with a opinion elicitation.
comprehensive summary of the evidence and theory
bearing on the intended use or interpretation.
1.2 Thetest developer should set forth clearly how test scores | Definition of issuesfor expert-
are intended to be interpreted and used. The population(s) | opinion elicitation.
for which atest is appropriate should be clearly delimited,
and the construct that the test is intended to assess should
be clearly described.
1.3 If validity for some common or likely interpretation hasnot | Definition of issuesfor expert-
been investigated, or isinconsistent with available opinion elicitation.
evidence, that fact should be made clear and potential
users should be cautioned about making unsupported
interpretations.
1.4 If atest isused in away other than those recommended, it | Definition of issuesfor expert-
isincumbent on the user to justify the new use, collecting | opinion elicitation.
new evidence if necessary.
15 The composition of any sample of examinees from which Selection of and training of
validity evidenceis obtained should be described in as experts.
much detail asis practicable, including major relevant
sociodemographic and developmental characteristics.
1.7 When avalidation restsin part on the opinions or Selection of and training of
decisions of expert judges, observers, or raters, procedures | experts, and definition of
for selecting such experts and for eliciting judgments or aggregation procedures of
ratings should be fully described. The qualifications and expert opinions.
experience of the judges should be presented.
Model
Qualification
REALITY
-
Model Computer
Validation ( Simulgtion CONCEPTUAL MODEL>
[

GOMPUTERIZED MODEL

Model
Verification

Figure 4-3. Verification and Validation of Computational Fluid Dynamics Smulations (AIAA

1998)
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Part I1. Professional Standards for Test Use

Part 1l of the SEPT provides standards for test use. Users of the results of atest should be aware of
methods used in planning, conducting and reporting the test in order to gppreciate the limitations and
scope of use of thetest. Documented information on vaidity and religbility of test results as provided in
Part | of the SEPT should be examined by the users for this purpose.

This part dso deaswith clinical testing, educationa and psychologica testing at schools, test usein
counseling, employment testing, professona and occupationd licensure and certification, and program
evauation. These sandards have minima relevance to expert-opinion icitation.

Part 111. Standards for Particular Applications
Part 111 of the SEPT provides sandards for testing linguistic minorities and people with handicapping
conditions. These sandards have minimd relevance to expert-opinion dicitation.

Part V. Standards for Adminigtrative Procedures

Part IV of the SEPT provides sandards for test administration, scoring, reporting, and rights of test
takers. This part requires that tests should be conducted under standardized and controlled conditions
amilar to conducting experimentd testing. Standardized and controlled conditions enhance the
interpretation of test results by increasing the interpretation quality and effectiveness. Also this part
deals with access to test scores, i.e., test security, and cancellation of test scores because of test
irregularities.

5.7.2. Methods of Social Research

Socia research concerns itself with gathering data on specific questions, issues, or problems of various
aspects of society, and thus hel ps humans to understand society. Socia study has evolved to socia
science epecidly in the fidd of sociology where there are three primary schools of thought (Bailey
1994): (1) humans have free will, and thus no one can predict their actions and generalize about them
(the Wilhem Dilthey school of the 19" century), (2) socia phenomena are orderly and can be
generdized, and they adhere to underlying socia laws that need to be discovered through research
gmilar to physicd laws (the Emile Durkheim methods of positivisim), and (3) socid phenomena are the
product of free-will human valitiond actions that are not random and can be predicted by understanding
the human rationd behind them (an intermediate school of thought of Max Weber). The stages of socid
research can be expressed in acircle of five stages as shown in Figure 4-4 to alow for feedback in
redefining the hypothesisin the first Sage.
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Stage 1.
Choosing the problem
and
stating the hypothesis

Stage 5:
Interpreting results and Stage 2:
revision of hypothesis Formulating research
(if needed) design
Stage 4 Stage 3:
Coding e(\jnd analyzing ¢ Data collection
ata

Figure 4-4. Stages of Social Research

The congtruction and use of questionnaires is common and well developed in socid research.
Experiences from thisfield might be helpful to expert-dlicitation developers, facilitators and
adminigtrators. The congtruction of a questionnaire should start by defining its rlevance a the following
threelevels:

1.

Relevance of the study to the subjects: It isimportant to communicate the god of the study to
the subjects, and establish its rlevance to them. Establishing this relevance would make them
stake holders and thereby increase their attention and sincerity levels.

Relevance of the questions to the study: Each question or issue in the questionnaire needs to
support the god of the study. This question-to-study relevance is essentid to enhancing the
reiability of collected data from subjects.

Relevance of the questions to subjects. Each question or issue in the questionnaire needs to be
relevant to each subject especially when dedling with subjects of diverse views and
backgrounds.

The fallowing are guidelines on congtructing questions and Stating issues:

1.

2.

Each item on the questionnaire should include one question. It isapoor practice to include two
questionsin one.

Question or issue statements should not be ambiguous. Also, the use of ambiguous words
should be avoided. In expert-opinion dicitation of falure probabilities, the word “fallure’ might
be vague or ambiguous to some subjects. Specid attention should be given to its definition
within the context of each issue or question.

Theleve of wording should be kept to aminimum. Long questions should be avoided. Also,
the choice of the words might affect the connotation of an issue especidly by different subjects.
The words should be selected carefully that meet the god of the study in amost rdliable manner.
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4. Theuseof factud questionsis preferred over abstract questions. Questions thet refer to
concrete and specific matters result in desirable concrete and specific answers.

5. Questions should be carefully structured in order to reduce biases of subjects. Questions
should be asked in aneutra format, sometimes more appropriately without lead statements.

6. Sendtive topics might require stating questions with lead statements that would establish
supposedly accepted socid normsin order to encourage subjects to answers the questions
truthfully.

Questions can be classfied into open-ended questions and closed-ended questions. A closed-ended
question limits the possible outcomes of response categories, can provide guidance to subjects thereby
making it easier to the subjects, provides complete answers, alows for dealing with sendtive or taboo
topics, alows for comparing the responses of subjects, and produces answers that can be easily coded
and andyzed; but can be mideading, dlows for guess work by ignorant subjects, can lead to frustration
due to subject perception of inappropriate answer choices, limits the possible answer choices, does not
alow for detecting variations in question interpretation by subjects, resultsin artificidly smdl variaionsin
responses due to liming the possible answers, and can be proneto clerica errors by subjectsin
unintentionaly selecting wrong answer categories. An open-ended question does not limit the possble
outcomes of response categories, is suitable for questions without known answer categories, is suitable
for dealing with questions with too many answer categories, is preferred for deding with complex issues,
and dlowsfor creativity and sdf expression; but can lead to collecting worthless and irrelevant
information, can lean to non-standardized data that cannot be easily compared among subjects, can
produce data thet are difficult to code and andyze, requires superior writing skills, might not
communicate properly the dimensions and complexity of the issue, can be demanding on the time of
subjects, and can be perceived as difficult to answer and thereby discourages subjects from responding
accurately or at al.

The format, scale and units for the response categories should be sdlected to best achieve the god of
the study. The minimum number of questions and question order should be selected with the following
guidelines: (1) sendtive questions and openended questions should be |eft to the end of the
guestionnaire, (2) the questionnaire should start with smple questions and questions thet are easy to
answer, (3) alogica order of questions should be developed such that questions at the Sart of the
questionnaire feed needed information into questions at the end of the questionnaire, (4) questions
should follow other logical ordersthat are based on time-sequence or process related, (5) the order of
the questions should not lead or set the response, (6) rdliability-check questions that are commonly used
in pairs (stated postively and negatively) should be separated by other questions, (7) questions should
be mixed in terms of format and type in order to maintain the interest of subjects, and (8) the order of
the questions can establish afunnel by starting with generd questions following by more specific
questions within severd branches of questioning, this funne technique might not be gppropriate in some
gpplications and its suitability should be assessed on case by case basis.

Thefind stage of developing a questionnaire iswriting a cover letter or introductory statement,
ingructions to interviewers, subjects or facilitators, precoding, and pretesting. The introductory
satement should provide the god of the study and establish rlevance. The ingtructions should provide
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guidance on expectations, completion of questionnaire, and reporting. Precoding assigns numerica
values to responses for the purpose of data andysis and reduction. Pretesting should be administered to
afew subjectsfor the purpose of identifying and correcting flaws.

Some of the difficulties or pitfals of usng questionnaires, with suggested solutions or remedies, include
the following (Bailey 1994):

1.

2.

Subjects might fed that the questionnaire is not legitimate and has a hidden agenda. A cover
letter or a proper introduction of the questionnaire is needed.

Subjects might fed that the results will be used againgt them. Unnecessary sensitive issues and
duplicate issues should be removed. Sometimes assuring a subject’ s anonymity might provided
the needed remedy.

Subjects might refuse to answer questions on the basis they’ ve done their share with
questionnaires or tired of “being aguineapig.” Training and education might be needed to
create the proper attitude.

A “sophigticated” subject that participated in many studies thereby developed an atitude of
questioning the structure of the questionnaire, test performance, and result use might require a
“sampling around” to find a replacement subject.

A subject might provide “normative’ answers, i.e., answers that the subject thinks that they are
being sought. Unnecessary senditive issues and duplicate issues should be removed.
Sometimes assuring a subject’ s anonymity might provided the needed remedy.

Subjects might not want to reved their ignorance and appear perhaps supid. Emphasizing that
there are no correct or wrong answers, and assuring a subject’ s anonymity might provide the
needed remedly.

A subject might think that the questionnaire is awagte of time. Training and education might be
needed to create the proper attitude.

Subjects might fed that a question is too vague and cannot be answered. The question should
be restated so that it is very clear.



6. The Expert-Opinion Elicitation
Process

6.1. Introduction and Terminology

6.1.1. Theoretical Bases

Expert-opinion dicitation can be defined as a heurigtic process of gathering informing and data or
answering questions on issues or problems of concern. In this study, the focus is on occurrence
probabilities and consequences of events related to civil works for the use of USACE planners,
engineers, and others should they choose to use expert judgment. For this purpose, the expert-opinion
elicitation process can be defined as aformal process of obtaining information or answers to specific
questions about certain quantities, caled issues, such as unsatisfactory- performance rates,

unsati Sfactory-performance consequences and expected service life. Expert-opinion icitation should
not be usad in lieu of rigorous reiability and risk andytica methods, but should be used to supplement
them and to prepare for them. The suggested expert-opinion icitation processin this chapter isa
variation of the Delphi technique (Helmer 1968) scenario analyss (Kahn and Wiener 1967) based on
uncertainty models (Ayyub 1991, 1992 and 1993, Haldar et a 1997, Ayyub et d 1997, Ayyub and
Gupta 1997, Ayyub 1998, Cooke 1991), socid research (Bailey 1994), USACE studies (Ayyub et a
1996, and Baecher 1998), ignorance, knowledge, information and uncertainty of Chapter 1, experts
and opinions of Chapter 4, nuclear industry recommendations (NRC 1997), Stanford Research Indtitute
protocol (Spetzler and Stadd von Holstein 1975).

6.1.2. Terminology

The terminology of Table 5-1 is needed for defining the expert-opinion icitation process, in addition to
other related definitions of Chapters 1, 2 and 3.
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Table 6-1. Terminology and Definitions

Term Definition

Evduators Evauators consder available data, become familiar with the views of
proponents and other evaluators, question the technica bases of data, and
chalenge the views of proponents.

Expert A person with related or unique experience to an issue or question of interest
for the process.

Expert-opinion A forma, heurigtic process of gathering informing and data or answering

eicitation (EE) questions on issues or problems of concern.

process

Leader of EE process

An entity having managerid and technicd responghility for organizing and
executing the project, overseeing dl participants, and intellectudly owning
the results.

Observers Observers can contribute to the discussion, but cannot provide expert
opinion that enters in the aggregated opinion of the experts.

Peer reviewers Experts that can provide an unbiased assessment and critical review of an
expert-opinion icitation process, its technicd issues, and results.

Proponents Proponents are experts who advocate a particular hypothesis or technical
pogition. In science, a proponent eva uates experimenta data and
professondly offers a hypothesis that would be chalenges by the
proponent’s peers until proven correct or wrong.

Resource experts Resource experts are technical experts with detailed and deep knowledge of
particular data, issue aspects, particular methodologies, or use of evauators.

Sponsor of EE An entity that provides financiad support and owns the rights to the results of

process the EE process. Ownership isin the sense of property ownership.

Subject A person who might be affected or might affect an issue or question of

interest for the process.

Technical fadilitator
(TF)

An entity respongble for sructuring and facilitating the discussions and
interactions of expertsin the EE process, staging effective interactions among
experts, ensuring equity in presented views, diciting forma evaduations from
each expert; and creating conditions for direct, non-controversid integration
of expert opinions.

Technicd integrator
(T1)

An entity responsible for developing the composite representation of issues
basad on informed members and/or sources of related technical communities
and experts, explaining and defending composite results to experts and

outs de experts, peer reviewers, regulators, and policy makers; and
obtaining feedback and revising compodte results.

Technicd integrator
and facilitator (TIF)

An entity responsible for both functions of Tl and TF.

66




6.1.3. Classification of Issues, Study Levels, Experts, and
Process Outcomes

The NRC (1997) classified issues for expert-opinion dicitation purposes into three complexity degrees
(A, B, or C), with four levels of study in the expert-opinion dicitation process (I, I1, I11, and 1V) as
shownin Table5-1. A givenissueisassgned acomplexity degree and aleve of study that depend on
(1) the significance of the issueto the final god of the sudy, (2) the issug' s technical complexity and
uncertainty leve, (3) the amount of nontechnical contention about the issue in the technical community,
and (4) important non-technica consideration such as budgetary, regulatory, scheduling, public
perception, or other concerns.

Experts can be classfied into five? types (NRC 1997): (1) proponents, (2) evaluators, (3) resource
experts, (4) observers, and (5) peer reviewers. A proponent is an expert who advocates a particular
hypothesis or technical postion. In science, a proponent eval uates experimenta dataand professondly
offers a hypothesis that would be challenged by the proponent’ s peers until proven correct or wrong.
An evauator is an expert who has the role of evauating the rdative credibility and plaushility of multiple
hypotheses to explain observations. Evauators consder available data, become familiar with the views
of proponents and other evauators, question the technical bases of data, and challenge the views of
proponents. A resource expert isatechnical expert with detailed and deep knowledge of particular
data, issue aspects, particular methodologies, or use of evaluators. An observer can contribute to the
discussion, but cannot provide expert opinion that entersin the aggregated opinion of the experts. A
peer reviewer is an expert that can provide an unbiased assessment and critica review of an expert-
opinion dicitation process, its technical issues, and results.

The sudy levd as shown in Table 5-1 involves atechnicd integrator (T1) or atechnica integrator and
fecilitator (TIF). A Tl can be one person or ateam (i.e.,, an entity) that is responsible for developing the
composite representation of issues based on informed members and/or sources of related technical
communities and experts; explaining and defending composite results to experts and outside experts,
peer reviewers, regulators, and policy makers, and obtaining feedback and revising composite results.
A TIF can be one person or ateam (i.e., an entity) that is responsible for the functions of aTl;
gructuring and facilitating the discussions and interactions of expertsin the EE process; saging effective
interactions among experts, ensuring equity in presented views; diciting forma evauations from esch
expert; and creating conditions for direct, non-controversa integration of expert opinions. The primary
difference between the Tl and the TIF isin theintdlectua responghility for the sudy where it lieswith
only the TI, and the TIF and the experts, respectively. The TIF has dso the added responsibility of
maintaining the professiond integrity of the process and its implementation.

The Tl and TIF processes are required to utilize peer reviewers for quality assurance purposes. Peer
review can be classfied according to peer-review method, and according to peer-review subject. Two
methods of peer review can be performed: (1) participatory peer review that would be conducted as an
ongoing review throughout al study stages, and (2) late- stage peer review that would be performed as
the find stage of the study. The former method alows for affecting the course of the study, whereas the
latter one might not be able to affect the study without a substantia rework of the study. The second
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classfication of peer reviewsis by peer-review subject and has two types: (1) technical peer review that
focuses on the technical scope, coverage, contents and results, and (2) process peer review that focuses
on the Structure, format and execution of the expert-opinion dicitation process. A guidance on the use
of peer reviewersis provided in Table 5-2 (NRC 1997).

The expert-opinion dicitation process should preferably be conducted to include a face-to-face meeting
of expertsthat is developed specificaly for the issues under condderation. The meseting of the experts
should be conducted after communicating to the experts in advance to the meeting background
information, objectives, list of issues, and anticipated outcome from the meeting. The expert-opinion
elicitation based on the technica integrator and facilitator (11F) concept can result in consensus or
disagreement as shown in Figure 5-1. Consensus can be of four types as shown in Figure 5-1 (NRC
1997). Commonly, the expert-opinion dicitation process has the objective of achieving consensus type
4, i.e., experts agree that a particular probability distribution represents the overal scientific community.
The TIF playsamgor rolein building consensus by acting as afacilitator. Disagreement among
experts, whether it isintentiona or unintentiond, requires the TIF to act as an integrator by using equa
or nortequa weight factors. Sometimes, expert opinions need to be weighed for appropriateness and
relevance rather than gtrictly welghted by factors in a mathematica aggregation procedure.
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Table5-1. Issue Degrees and Study L evels (Constructed based on NRC 1997)

I ssue Complexity Degree Study Level

Degree | Description L evel Requirements

A Non-controversa I A technicd integrator (TI) evaluates
Insgnificant effect on risk and weighs models based on

literature review and experience,
and estimates needed quantities.

B Sgnificant uncertainty I technical integrator (T1) interacts
Sonificant diversity with proponents & resource
Controversa experts, asses interpretations, and
Complex estimates needed quantities.

C Highly contentious " technicd integrator (T1) brings
Sgnificant effect on risk together proponents & resource
Highly complex experts for debate and interaction.

TI focuses the debate, evauates
interpretations, and estimates
needed quantities.

v technicd integrator (TI) and
technica facilitator (TF) (thet can be
one entity, i.e,, ITF) organizea
pand of expertsto interpret and
evauate, focus discussions, keep the
experts debate orderly, summarize
and integrate opinions, and estimates
needed quantities.

Table 5-2. Guidance on Use of Peer Reviewers (NRC 1997)

Expert-opinion Peer Review | Peer Review Recommendation
eicitation Process Subject Method
Technica integrator | Technical Participatory Recommended
and facilitator Late stage Can be acceptable
Process Participatory Strongly recommended
Late stage Risky: unlikely to be successful
Technica integrator | Technica Participatory Strongly recommended
Late stage Risky but can be acceptable
Process Participatory Strongly recommended
Late stage Risky but can be acceptable
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Figure 5-1. Outcomes of the Expert-opinion dicitation Process
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6.2. Process Definition

Expert-opinion dicitation was defined as aformal, heurigtic process of obtaining information or answers
to specific questions about certain quantities, caled issues, such as unsatisfactory- performance rates,
unsatisfactory-performance consequences and expected service lives. The suggested steps for an
expert-opinion dicitation process depend on the use of atechnicd integrator (TI) or atechnical
integrator and facilitator (TIF) as shownin Figure 5-2. Figure 5-2 was congtructed based on NRC
(1997), supplemented with details, and added steps. The details of the stepsinvolved in these two
processes are defined in subsequent subsections.

Identify Need of an
Expert Elicitation
Process

l

Select Study L eader

|

Define of Study

Level
+7TI Process I TIF Procesh
Select Technical Select Technica Integrator &
Integrator (TI) Facilitator (TIF)
l [
* dentify and sdl
. . Identi ect
Identify and select peer Identify and select ;(”' ysa; '
reviewers technical issues pen' peer
reviewers
l [ ]
v
Identify technical issues, available information, design Discuss and refine the
analyses, information sources, and retrieval methods issues
Perform analyses, collect information relevant to Train the experts for
issues, and estimate needed quantities elicitation
[
A 2 v l
Perform data Administer peer Facilitate group interaction, and
diagnostic review elicit opinions
[ |
5 '
Revise estimated quantities, and respond to peer Analysis, aggregation, revisions, resolution of disagreement,
reviews and consensus estimation of needed quantities
Document process and Administer peer
communicate results review

!

Document process and
communicate results

Figure 5-2. Expert-opinion elicitation Process
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6.2.1. Need ldentification for Expert-Opinion Elicitation

The primary reason for using expert-opinion dicitation is to dedl with uncertainty in selected technical
issues related to a system of interest. Issueswith significant uncertainty, issuesthet are controversid
and/or contentious, issues that are complex, and/or issues that can have a significant effect on risk are
most suited for expert-opinion dicitation. The vaue of the expert-opinion dicitation comes from its
initid intended uses as a heurigtic tool, not a scientific tool, for exploring vague and unknown issues that
are otherwise inaccessible. It isnot a subgtitute to scientific, rigorous research.

The identification of need and its communication to experts are essentid for the success of the expert-
opinion dicitation process. The need identification and communication should include the definition of
the god of the study and relevance of issuesto thisgod. Establishing this relevance would make the
experts stake holders and thereby increase their attention and sincerity levels. Relevance of each issues
and/or question to the study needsto be established. This question-to-study relevance is essentid to
enhancing the reliability of collected data from the experts. Each question or issue needs to be rdevant
to each expert especiadly when dealing with subjects with diverse views and backgrounds.

6.2.2. Selection of Study Level and Study Leader

The god of astudy and nature of issues determine the study level as shown in Table 5-1. The study
leader can be either atechnica integrator (T1), technical facilitator (TF), or a combined technica
integrator and facilitator (TIF). The leader of the study is an entity having manageria and technica
respongibility for organizing and executing the project, overseeing al participants, and intelectualy
owning the results. The primary difference between the Tl and the TIF isin the intellectua
respongbility for the study where it lieswith only the T, and the TIF and the experts, respectively. The
TIF has dso the added responsibility of maintaining the professiona integrity of the process and its
implementation. The Tl isrequired to utilize peer reviewers for quality assurance purposes. A study
leader should be sdlected based on the following attributes:

1. anoutstanding professond reputation, and wide recognition and competence based on
academic training and relevant experience;

2. drong communication skills, interpersond skills, flexibility, impartidity, and ability to generdize
and amplify;,

3. alarge contact base of industry leaders, researcher, engineers, scientists, and decison makers,
and

4. ability to build consensus, and leedership qudities.

The study leader does not need to be a subject expert, but should be knowledgeable of the subject
matter.
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6.2.3. Selection of Peer Reviewers and Experts

6.2.3.1. Sdection of Peer Reviewers

Peer review can be classified according to peer-review method, and according to peer-review subject.
Two methods of peer review can be performed: (1) participatory peer review that would be conducted
as an ongoing review throughout al study stages, and (2) late-stage peer review that would be
performed as the final stage of the sudy. The second classification of peer reviewsis by peer-review
subject and has two types: (1) technical peer review that focuses on the technical scope, coverage,
contents and results, and (2) process peer review that focuses on the structure, format and execution of
the expert-opinion elicitation process. These classfications were discussed in Section 5.1.

Peer reviewers are needed for both the Tl and TIF processes. The peer reviewers should be selected
by the study leader in close consultation with perhgps the study sponsor. The following individuas
should be sought after in peer reviewers.

1. Researchers, scientists, and/or engineers that have outstanding professiond reputation, and
widdy recognized competence based on academic training and relevant experience.

2. Researchers, scientists, and/or engineers with general understanding of the issues in other related
areas, and/or with relevant expertise and experiences from other aress.

3. Researchers, scientists, and/or engineers who are available and willing to devote the needed
time and effort.

4. Researchers, scientists, and/or engineers with strong communication skills, interpersona skills,
flexibility, impartidity, and ability to generdize and smplify.

6.2.3.2. ldentification and Selection of Experts

The size of an expert pane should be determined on case by case basis. The size should belarge
enough to achieve a needed diversity of opinion, credibility, and result reliability. In recent expert-
opinion dicitation studies, anomination process was used to establish alist of candidate experts by
consulting archiva literature, technica societies, governmenta organization, and other knowledgesble
experts (Trauth et d 1993). Forma nomination and selection processes should establish gppropriate
criteriafor nomination, selection and remova of experts. For example, the following criteriawere used
in an ongoing Y ucca Mountain seismic hazard andysis (NRC 1997) to sdlect experts:

1. Strong relevant expertise through academic training, professona accomplishment and
experiences, and peer-reviewed publications;

Familiarity and knowledge of various aspects related to the issues of interest;

Willingness to acts as proponents or impartial evauators,

Availability and willingness to commit needed time and effort;

Specific related knowledge and expertise of the issues of interest;

Willingness to effectively participate in needed debates, to prepare for discussons, and provide
needed evaluations and interpretations; and

SEECLRE N SN
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7. Strong communication sKkills, interpersond skills, flexibility, impartidity, and ability to generdize
and smplify.

In this NRC study, criteriawere set for expert remova that include failure to perform according to
commitments and demands as set in the sdlection criteria, and unwillingness to interact with members of
the study.

The pane of experts for an expert-opinion dicitation process should have a balance and broad
gpectrum of viewpoints, expertise, technica points of view, and organizationd representation. The
diversity and completeness of the pand of expertsis essentia for the success of the licitation process.
For example, it can include the following:

1. Proponents who advocate a particular hypothesis or technica position;

2. Evauators who consder available data, become familiar with the views of proponents and other
evauators, questions the technica bases of data, and chalenges the views of proponents; and

3. Resource experts who are technical experts with detailed and deep knowledge of particular
data, issue aspects, particular methodologies, or use of evauators.

The experts should be familiar with the design, congtruction, operationd, inspection, maintenance,
reliability and engineering agpects of the equipment and components of afacility of interest. Itis
essentid to saect people with basic engineering or technological knowledge, however they do not
necessarily need to be engineers. It might be necessary to include one or two experts from management
with engineering knowledge of the equipment and components, consequences, safety aspects,
adminigrative and logistic aspects of operation, expert-opinion dicitation process, and objectives of this
sudy. One or two experts with a broader knowledge of the equipment and components might be
needed. Also, one or two experts with a background in risk analysis and risk-based decison making
and thair usesin areas rlated to the facility of interest might be needed.

Observers can be invited to participate in the elicitation process. Observers can contribute to the
discussion, but cannot provide expert opinion that enters in the aggregated opinion of the experts. The
observers provide expertise in the éicitation process, probabilistic and Satistica andyses, risk anayss
and other support areas. The composition and contribution of the observers are essentid for the
success of this process. The observers may include the following:

1. Individudswith research or adminigtrative-related background from research laboratories or
headquarters of the US Army Corps of Engineers with engineering knowledge of equipment and
components of Corpsfacilities.

2. Individuas with expertise in probabilistic andysis, probabilistic computations, consequence
computations and assessment, and expert-opinion dicitation.

A ligt of names with biographical statements of the study leader, technicd integrator, technicd facilitator,

experts, observers, and peer reviewers should be developed and documented. All attendees can
participate in the discussons during the meeting. However, only the experts can provide the needed
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answers to questions on the salected issues. Theintegrators and facilitators are responsible for
conducting the expert-opinion dicitation process. They can be conddered to be a part of the observers
or experts depending on the circumstances and the needs of the process.

6.2.3.3. Itemsto be Sent to Experts and Reviewers Before the Expert-Opinion Elicitation
Meeting

The experts and observers need to receive the following items before the expert-opinion dicitation
mesting:

1. An objective statement of the study;

2. A list of experts, observers, integrators, facilitators, study leader, sponsors, and their
biographica statements;

A description of the facility, systems, equipment and components,

4. Basicterminology, definitions that should include probability, unsatisfactory- performance rate,
average time between unsatisfactory performances, mean (or average) value, median value, and
uncertainty;

Unsati sfactory- performance consegquence esimation;

A description of the expert-opinion dicitation process,

A related example on the expert-opinion dicitation process and its results, if avalable;
Aggregation methods of expert opinions such as computations of percentiles;

A destription of the issuesin the form of alist of questions with background descriptions. Each
issue should be presented on a separate page with spaces for recording an expert's judgment,
any revisons and comments. Clear statements of expectations from the expertsin terms of
time, effort, responses, communication, and discusson style and format.

w
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It might be necessary to personally contact individua experts for the purpose of establishing clear
undergtanding of expectations.

6.2.4. ldentification, Selection and Development of Technical
Issues

The technical issues of interest should be carefully selected to achieve certain objectives. In these
guidelines, the technical issues are related to the quantitative assessment of unsatisfactory- performance
probabilities and consequences for sdected components, subsystems and systems within afacility. The
issues should be selected such that they would have a sgnificant impact on the study results. These
issues should be structured in alogica sequence starting by background statement, followed by
questions, and then answer selections or answer format and scales. Personnd with risk-analyss
background that are familiar with the congtruction, design, operation, and maintenance of the facility
need to define these issues in the form of specific questions. Also, background materias about these
issues need to be assembled. The materidswill be used to familiarize and train the experts about the
issues of interest as described subsequent steps.
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An introductory statement for the expert-opinion dicitation process should be devel oped that includes
the god of the study and establishes rdlevance. Ingtructions should be provided with guidance on
expectations, answering the questions, and reporting. The following are guidelines on congructing
guestions and issues based social research practices (Bailey 1994):

1. Eachissue caninclude severa questions, however, each question should consist of only one
sought after answer. Itisapoor practice to include two questionsin one.

2. Question and issue statements should not be ambiguous. Also, the use of ambiguous words
should be avoided. In expert-opinion eicitation of falure probabilities, the word “falure’ might
be vague or ambiguous to some subjects. Specid attention should be given to its definition
within the context of each issue or question. The leve of wording should be kept to a minimum.
Also, the choice of the words might affect the connotation of an issue especidly by different
subjects.

3. Theuseof factua questionsis preferred over abstract questions. Questions that refer to
concrete and specific matters result in desirable concrete and specific answers.,

4. Questions should be carefully structured in order to reduce biases of subjects. Questions
should be asked in a neutral format, sometimes more gppropriatey without lead statements.

5. Sengtive topics might require stating questions with lead statements that would establish
supposedly accepted socid normsin order to encourage subjects to answers the questions
truthfully.

Questions can be classified into open-ended questions and closed-ended questions as was previoudy
discussed. The format of the question should be sdlected carefully. The format, scade and units for the
response categories should be selected to best achieve the god of the sudy. The minimum number of
guestions and question order should be selected using the guidelines of Section 4.6.2.

Once the issues are developed, they should be pretested by administering them afew subjects for the
purpose of identifying and correcting flaws. The results of this pretesting should be used to revise the
ISSues.

6.2.5. Elicitation of Opinions

The dicitation process of opinions should be systematic for dl the issues according to the steps
presented in this section.

6.2.5.1. Issue Familiarization of Experts

The background materias that were assembled in the previous step should be sent to the experts about
one to two weeks in advance of the meeting with the objective of providing sufficient time for them to
become familiar with the issues. The objective of thisstep is, Ao, to ensure that there is a common
understanding among the experts of the issues. The background materid should include the objectives
of the study, description of the issues and lists of questions for the issues, description of systems and
processes, their equipment and components, the dicitation process, salection methods of experts, and
biographica information on the selected experts. Also, example results and their meaning, methods of
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andydsof the reaults, and lessons learned from previous dicitation processes should be made available
to them. It isimportant to breakdown the questions or issues in components that can be easly
addressed. Preliminary discussion meetings or telephone conversations between the facilitator and
experts might be necessary in some cases in preparation for the eicitation process.

6.2.5.2.  Training of Experts

This step is performed during the meeting of the experts, observers and facilitators. During the training
the fadilitator needs to maintain flexibility to refine wording or even change gpproach based on feedback
from experts. For instance, experts may not be comfortable with * probability” but they may answer on
“events per year” or “recurrence interva.” Thisindirect dicitation aswas discussed in Section 4.4.1
should be explored with the experts. The meeting should be started with presentations of background
materia to establish relevance of the study to the experts, and study goasin order to establish rgpport
with the experts. Then, information on uncertainty sources and types, occurrence probabilities and
consequences, expert-opinion dicitation process, technical issues and questions, aggregation of expert
opinions should be presented. Also, experts need to be trained on providing answers in an acceptable
format that can be used in the analytical evauation of the unsatisfactory- performance probabilities or
consequences. The experts need to be trained in certain areas such as the meaning of probability,
central tendency, and disperson measures especidly to experts who are not familiar with the language
of probability. Additiona training might be needed on consegquences, subjective assessment, logic trees,
problem structuring tools such as influence diagrams, and methods of combining expert evauations.
Sources of biasthat include overconfidence, and base-rate fdlacy and their contribution to bias and
error should be discussed. This step should include a search for any motivationd bias of experts dueto,
for example, previous positions experts have taken in public, wanting to influence decisons and funding
dlocations, preconceived notions that they will be evaluated by their superiors as aresult of their
answers, and/or to be perceived as an authoritative expert. These motivationd biases, once identified,
can be sometimes overcome by redefining the incentive structure for the experts.

6.2.5.3.  Elicitation and Collection of Opinions

The opinion dicitation step starts with atechnica presentation of an issue, and by decomposing the issue
to its components, discussing potentia influences, and describing event sequences that might lead to top
events of interest. These top events are the basis for questions related to the issue in the next stage of
the opinion éicitation step. Factors, limitations, test results, analytical models, and uncertainty types and
sources need to be presented. The presentation should alow for questions to diminate any ambiguity
and darify scope and conditions for theissue. The discussion of the issue should be encouraged. The
discusson and questions might result in refining the definition of theissue. Then, aform with a statement
of the issue should be given to the expert to record their evauation or input. The experts judgment
aong with their supportive reasoning should be documented about theissue. It is common that experts
would be asked to provide severa conditional probabilitiesin order to reduce the complexity of the
questions and thereby obtain reliable answers. These conditiond probabilities can be based on fault
tree and event tree diagrams. Conditioning has the benefit of smplifying the questions by decomposing
the problems. Als, it resultsin aconditiona event that has alarger occurrence probability than its
underlying events, therefore making the dicitation less prone to biases snce experts tend to have a
better handle on larger probabilities in comparison to very smdl ones. It is desrable to have the dicited
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probabilitiesin the range of 0.1to 0.9 if possble. Sometimesit might be desirable to dicit conditiona
probabilities usng linguidic terms as shown in Table 2-1. If correlation among variables exits, it should
be presented to the expertsin great detail and conditiona probabilities need to be dicited.

Issues should be dedlt with one issue a atime, dthough sometimes smilar or related issues might be
consdered Smultaneoudly.

6.2.5.4. Aggregation and Presentation of Results

The collected assessments from the experts for an issue should be assessed for interna consstency,
andyzed and aggregated to obtain composite judgments for the issue. The means, medians, percentile
vaues and stlandard deviations need to be computed for the issues. Also, asummary of the reasoning
provided during the meeting about the issues needs to be developed. Uncertainty levelsin the
assessments should aso be quantified. A summary of methods for combining expert opinions was
provided in Section 4.5. The methods can be classified into consensus methods and mathematica
methods. The mathematical methods can be based on assgning equad weights to the experts or different
welights.

6.2.5.5.  Group Interaction, Discussion and Revision by Experts

The aggregated results need to be presented to the experts for a second round of discussion and
revison. The experts should be given the opportunity to revise their assessments of the individua issues
at the end of discusson. Also, the experts should be asked to sate the rationae for their satements
and revisons. The revised assessments of the experts need to be collected for aggregation and andysis.
This step can produce ether consensus or No consensus as shown in Figure 5-1. The selected
aggregation procedure might require eiciting weight factors from the experts. In this step the technical
facilitator plays amgor role in developing a consensus, and maintaining the integrity and credibility of
the dicitation process. Also, the technica integrator is needed to aggregate the results without biases
with reliability measures. The integrator might need to ded with varying expertise levesfor the experts,
outliers (i.e.,, extreme views), non-independent experts, and expert biases.

6.2.6. Documentation and Communication

A comprehengive documentation of the processis essentia in order to ensure acceptance and credibility
of the results. The document should include complete descriptions of the steps, the initid results, revised
results, consensus results, and aggregated results spreads and reliability measures.
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6.3. Example Expert-Opinion Elicitation Processes
with Results

6.3.1. Cargo Elevators Onboard Ships

Thisexampleillugtrates the use of expert-opinion dicitation to obtain unsatisfactory-performance
probabilities needed to study the safety of cargo eevators onboard naval ships (Ayyub 1992). In order
to study the safety of the evators and the effect of add-on safety features, afault tree analysiswas
performed. Thefault tree analys's requires the knowledge of unsatisfactory-performance probabilities
of basic events, such as the unsatisfactory performance of mechanica or eectrica components and
human errors.

Generdly, the unsatisfactory- performance probabilities can be obtained from severa sources, such as
unsatisfactory-performance records, unsatisfactory- performance databases, literature review, or
industry-based reports and documents. However, in some cases these sources do not contain the
needed probabilities for some basic events. In such cases, expert-opinion dicitation can be used to
obtain the needed information. For example, the unsatisfactory- performance rate of the hoigting
machinery brake was obtained from unsatisfactory- performance records, and the probability thet a
passerby fdlsinto an open devator trunk (human error) required expert-opinion dicitation.

In the elevator safety study, about 250 issues were identified for the expert-opinion dicitation process.
The issues were presented to the experts with the needed background information over athree-day
period. All the issues were discussed and addressed in this time period.

This section provides examples issues and results of expert-opinion dicitation. Since the background
information on the types of devators, their use and limitation are not provided in this section, the
reported results herein can be considered to be hypothetical and should not be used for other purposes.

Two example issues are described in this section. Theissues are:

1. How often doesthe load on a platform shift as aresult of being poorly stacked?
2. During oneloading revolution at one deck level, what is the probability that afork truck driver
will place the load such that it overhangs the edge of the platform?

Eight experts were used in the expert-opinion dicitation process. The results of the process were
summarized in the form of percentiles. The percentiles were computed using the equations in Table 2-2.
Tables 5-3 and 5-4 were used to summarize the results of the expert-opinion dicitation for issues 1 and
2, respectively. It can be noted from the tables that the results are expressed as the number of
unsatisfactory performances per year and a percent for issues 1 and 2, respectively. These results were
used to compute the needed probabilities in the fault tree andlysis. It is desirable in expert-opinion
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dicitation to sate the issues in the most suitable form and unitsin order to obtain the best results from

the experts.

Table 5-3. Expert-opinion dicitation for Example lssue 1 (Ayyub 1992, and Ayyub et al 1996)

Event Name Full Description Expert-opinion elicitation Summary
(8 experts)
First Median Second Median
Response Response
Load is Theload on the platformis | Issue: Issue:
poorly stacked in such a manner
stacked. that it is shifted by normal linlyr linlyr linlyr linlyr
starting and stopping of the | 1in1yr linlyr
platform. Assume that the 1in05yr 1in05yr
ship isin calm sea state. lin2yrs linlyr
1in0.dyr 1in05yr
Issue: linlyr linlyr Low
1in0.dyr 1in05yr linlyear
On one elevator, how often | 1in15yr linlyr 25 percentile
doestheload on the linlyear
platform shift asaresult of Median
being poorly stacked? linlyear
75 percentile
1lin0.5year
High
1in 0.5 year
Table 5-4. Expert-opinion dicitation for Example I ssue 2 (Ayyub 1992, and Ayyub et al 1996)
Event Name Full Description Expert-opinion eicitation Summary
(8 experts)
First Median Second Median
Response Response
Fork truck Fork truck driver placesload | Issue: Issue:
driver such that it overhangs
placesload | platform despitethe 1% 0.75% 1% 1%
over- existence of adequate 1% 1%
hanging lighting. Assumethat there | 10% 10%
platform. are no yellow margins 0.1% 1%
painted on the platform. 0.5% 0.5%
1% 1%
Issue: 05% 05%
0.5% 0.5% Low
During one loading 0.5%
evolution at one deck level, 25 percentile
what isthe probability that a 0.5%
fork truck driver will place Median
the load such that it 1%
overhangsthe edge of the 75 percentile
platform? 1%
High
10%
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6.3.2. Navigation Locks

Detailed descriptions of technica issues are essentid for the success of an expert-opinion dicitation
process, and need to be provided to the experts. The descriptions should provide the experts of
background materids, clear satements of issues, objectives, format, opinion aggregeation that would be
used in dicitation sessons. In this example, adescription of a navigation lock and fault scenarios are
presented for demongtration purposes. The equipment and components are based on the Emsworth
navigation lock on the Ohio River. The background materials were used to develop technica issues
(Ayyub et d 1996).

A navigation lock can be considered to condtitute a system that consists of equipment, each equipment
conssts of components that consist of eements. The equipment, components and ements are caled
levels of andysis. In estimating unsatisfactory- performance likelihood and consequences, decisions are
needed on the level of computation for the equipment in the process, i.e., equipment, component or
element level. The decison can be based on the availability of information, the logigtic of ingpection that
might define the entity or unit, the objectives of risk anayses that will be performed on the lock or other
condgderations. Accordingly, the level of computation does not need to be the same for dl equipment
within the process.

Generd Description
The operation of the lock is shown in the form of alogic diagram in Figures 5-3a and 5-3b (Ayyub et d
1996).

Two adjacent, pardld lock chambers are located dong the right bank of the main channd. The large
lock chamber occupies the landward position and has clear dimensions of 110 feet x 600 feet. The
gmadler river chamber measures 56 feet x 360 feet. Normd lift is 18 feet. Thelock wallsand slisare
the gravity type and founded on rock. Both the upper and lower guide and guard walls are concrete
gravity sections but the upper and lower guard walls have been extended using stedl sheet pile cdlls.
Thefilling and emptying of the lock chambersis accomplished through ports in the middle and river
wadls Thelarge chamber isfilled by 16 cylindrical valveslocated in the upper end of the middle wall
and emptied by 16 smilar valves which pass the water through a culvert under the smaler chamber and
into the river below the dam. A supplementd filling system was indtituted during a recent mgor
rehabilitation and involved the reopening of a 10-foot diameter turbine tunnd, providing of adide gate,
plugging of the tailrace exit, and the cutting of filling ports through the land wall a lock floor levd. The
amadl chamber uses only six filling and Sx emptying vavesin theriver wal. Thelock gates are of the
mitering type, hinged to embedded anchorages at the top and supported at the bottom on stedl pintles.
Each leaf isarectangular frame with verticd girders at each end, and vertical beams and horizontd
intercoastals on the gate leaves for the 110-foot chamber, or horizontal beams and vertical intercoastals
on the leaves for the 56-foot chamber. Upstream closure of the large chamber is accomplished using
trestles stored underwater thet are raised from notchesin a concrete sl upstream of the miter gates and
then fitted with bulkheads. The small chamber uses a coffer beam and needle type closure.
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Downstream closure for both chambers is accomplished with poiree dams. The average number of
annua lockages has remained fairly congtant over the last 30 years at about 9950, with commercia
lockages decreasing and recregtiond |ockagesincreasng in recent years.

Description of Components

The Emsworth navigation lock on the Ohio River as a system congsts of gates, dam, walls, channel,
equipment, and users. The following are descriptions of its components:

1

N

|0

|

|

[e

Hlling and Emptying Vaves. Thefilling and emptying of the lock chambers are accomplished
through culverts placed in the middle and river walls. The main lock isfilled by 16 cylindricd vaves
located in the upper end of the middle wall and emptied by 16 Smilar valves which pass the water
through the lower end of the wall and under the riverward chamber into the river below the dam.

Filling and Emptying Equipment: The hydraulic system considts of three congtant delivery oil pumps
and one pressure holding oil pump, located on the firdt floor in the operation building on the land
wall. The pumps supply oil under pressure to the hydraulic piping system for operation of the lock
gate and culvert vave operating machinery on the lock wals. This sysem wasingaled in 1968 and
replaced the origind compressed air system for operation of the miter gates and the origind
hydraulic sysem ingtdled for operation of the emptying and filling valves

Lock Wall: Thelock walls are the gravity type founded on rock. Width of wall at thetop is5 feet
minimum and 24 feet maximum. The silIs are concrete gravity sections and anchor rodsingaled
where computations indicated their need.

GuideWdl: The upper guide wal is 1,023.19 feet long measured from the upstream nose of the
middle wall, and the lower guide wall is 650.0 feet long measured from the downstream nose of the
middlewadl. They are gravity structures founded on rock, except for the upper guide wall extenson
which is condructed of individud sted sheet pile cdlls.

Miter Gates. The lock gates are congtructed of structura stedl shapes and plates. The gate leaves
for the 110-foot chamber are verticaly framed. Each gate conssts of two leaves which are hinged
to embedded anchorages at the top by gudgeon pins and are supported at the bottom on stee!
pintles with the pintle bases embedded in concrete. Each leef isarectangular frame with vertica
quoin and miter girders at the fixed and free ends respectively, and vertica beams and horizonta
intercostal's on the gate leaves for the 110-foot chamber.

Miter Gate Operating Equipment. The hydraulic system consts of three congtant delivery ail
pumps and one pressure holding oil pump, located on the firgt floor in the operation building on the
land wall. The pumps supply oil under pressure to the hydraulic piping system for operation of the
lock gate and culvert valve operating machinery on thelock walls. This sysem wasingdled in
1968 and replaced the original compressed air system for operation of the miter gates and the
origind hydraulic sysem ingtdled for operation of the emptying and filling vaves.
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7. Dam Gaes The 13 submergible lift gates are stedl structures arranged to travel on vertical tracks
on the piers. Each gate can be raised to a point where its bottom is 39.4 feet above the sill and
lowered to a point whereitstop is 3 feet below norma pool level. Thereis one Sidney gate located
on the back channel dam. This gate combines features of both the tainter and verticd lift gates. The
gate works like atainter gate until the gate reaches the limits of its rotation, after which the entire
gateisrased by thelifting chains up to the maximum travel limit, which is 38 feet above the dll.

8. Dam Gate Operating Equipment: Two hoist motors and two synchronous tie motors of the dip-ring
induction type are provided for each gate. A full magnetic reverse control pand operates the two
hoist motors and the two synchronous tie motors for each gate from a remotely mounted master
switch. In case of emergency, ether hoisting motor may be cut out by means of switches and the
gate can be operated by the remaining motor through the synchronous tie motors.

9. Tow Haulage Unit: All the tow haulage equipment is located on the middie wall and is used to assst
towsin leaving the 110-ft land chamber. This equipment conssts of the following: an dectric motor
driven pump; hydraulic motor driven grooved winch drum; towing bitt; controls, and miscellaneous
itemsincluding rals, wire rope and sheaves. The system is designed for towing a maximum load of
18,000 pounds at a speed of 70 feet- per-minute.

10. Mooring Equipment: There are 20 check posts present for the 110= land chamber, 10 on the land
wall and 10 on the land side of the middlewall. These are embedded on the top of the wals for
routine tow stopping. One floating mooring bitt was ingaled on the land wall of the 110= chamber
during the mgor rehabilitation in 1982. Thisingdlation facilitates locking through up-bound tows.
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Figure 5-3a. Emsworth Navigation Lock on the Ohio River (Ayyub et al 1996)
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6.3.3. Economic Consequences of Floods

Ayyub and Moser (2000) documented the use of methods and results of using expert-opinion dicitation
for developing structura and content depth- damage relationships for single-family one-story homes
without basements, resdential content-to-structure value ratios, and vehicle depth-damage rel ationships
in the Feather River Basin of Cdifornia. These damage functions consider exterior building materia
such as brick, brick veneer, wood frame, and meta siding. The resulting consequences can be used in
risk studies, and in performing risk-based decision making.

The expert dicitation was performed during a face-to-face meeting of members of an expert pand that
is developed specificaly for the issues under consderation. The meeting of the expert pand was
conducted after communicating to the expertsin advance to the meeting background information,
objectives, ligt of issues, and anticipated outcomes from the meeting. In this document by Ayyub and
Moser (2000), the different components of the expert dicitation process are described, then the
processitsdf is outlined and discussed, and the results are documented.

6.3.3.1. TheFeather River Basin

In January 1997, the eastern levee of the Feather River falled, causing mgor flooding near the Y uba
County town of Arboga. Floodwaters inundated approximately 12,000 acres and caused damages to
over 700 structures. Although the areawas primarily agricultural, approximately 600 resdentia
gructures were affected by flooding. This areahad awide range of flooding depths, with maximum
depths about 20 feet (tructures totally covered) in the south near the levee break to minima depths.
Residentid damage from the flooding was documented as a joint project of the Corps of Engineers
Flood Damage Data Collection and the Sacramento- San Joaquin River Basin Comprehensive Studly.
The population of homes within the flood plain of the January 1997 defines the Sudy areain this
investigation.

6.3.3.2. Flood Characteristics

The January 1997 flooding resulted from atrio of subtropicad storms. Over a 3-day period, warm moist
winds from the southwest blowing over the Sierra Nevada poured more than 30 inches of rain onto
watersheds that were aready saturated by one of the wettest Decembers on record. The first of the
gtorms hit Northern California on December 29, 1996, with |ess than expected precipitation totals.
Only 0.24 inch of rainfall was reported in Sacramento. On December 30, the second storm arrived.
The third and most severe storm hit late December 31 and lasted through January 2, 1998.

Precipitation totals a lower devationsin the Centra Vdley were not unusudly high, in contrast to
extremeranfal in the upper watersheds. Downtown Sacramento, for example, received 3.7 inches of
rain from December 26, 1996, through January 2, 1997. However, Blue Canyon (elevation 5,000 feet)
in the American River Basin received over 30 inches of rainfall, thus providing for an orographic ratio of
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8to 1. A typica storm for thisregion would yield an orographic ratio of between 3 to 4 between these
two locations.

In addition to the trio of subtropica storms, snowmelt aso contributed to the aready large runoff
volumes. Severd days before Christmas 1996, a cold storm from the Gulf of Alaska brought snow to
low devationsin the Serra Nevada foathills. Blue Canyon, for example, had a snowpack with 5 inches
of water content. The snowpack a Blue Canyon, as well as the snowpack at lower eevations, melted
when the trio of warmer storms hit. Not much snowpack loss was observed, however, at snow sensors
over 6,000 feet in devation in the northern Sierra. The effect of the snowmdt was estimated to
contribute approximately 15 percent to runoff totals.

Prior to the late December sorms, rainfal was dready well above norma in the Sacramento River
Basin. Inthe northern Sierra, total December preci pitation exceeded 28 inches, the second wettest
December on record, exceeded only by the 30.8 inches in December 1955.

On the Yuba River, available storage in New Bullards Reservoir was over 200 percent of flood
management reservation space on December 1, 1996. By the end of the storm, available space was
about 1 percent of flood pool. Oroville Reservair, on the Feather River, began December with just
over 100 percent flood management reservation space. At the completion of the sormsin early
January, gpproximately 27 percent space remained available.

The hydrologic conditions of the January 1997 flooding of the Feether River Basin were used asthe
basis for developing depth-damage rdationships and CSVR's. These hydrologic conditions resulted
into high+velocity flooding coming from an intense rainfal and aleveefalure. A scenario thet gives
further details on flood characteristics was defined and used in the study.

6.3.3.3.  Building Characteristics

Mogt of the residentid properties affected by flooding in the January 1997 flooding were Sngle-story,
sngle-family structures with no basements. The primary congtruction materials are wood or stucco.

Few properties in the study area are 2-story, and nearly none have basements. 1t may be useful to
differentiate one-story on dab from one-story or raised foundations.

The study is limited to resdentid structurd types without basement as follows:
one-story on dab,
one-story on piers and beams (i.e., raised foundations), and
mobile homes.

6.3.3.4. Vehicle Characteristics

Vehicle classes that are included in the sudy are
Sedan cars,
pickup trucks, sports utility vehicles, and vans, and
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motorcycles.

6.3.3.5. Sample Results of Structural Depth-Damage Relationships

Background: The hydrologic conditions of the January 1997 flooding of the Feather River Basin were
used as the basis for developing thisvaue. These hydrologic conditions resulted into high-ve ocity
flooding coming from an intense rainfal and alevee falure.

Issues: What are the best estimates of the median percent damage vaues as afunction of flood depth to
aresdentid sructure for al types? Also, what isthe confidence leve in the opinion of the expert (Low,
or Medium or High)?

The study islimited to resdentia structura types asfollows:
Type 1. one-gtory without basement on dab,
Type 2: one-gory on piers and beams (i.e., raised foundation), and
Type 3. mobile homes.

The experts discussed the issues that produced the assumptions provided in Table 5-5. In this Study,
structural depth- damage relationships were developed based on expert opinions as provided in sample
resultsin Table 5-6. Each expert needsto provide hishher best estimate of the median vaue for percent
damage, and respondents’ levels of confidence in their estimates. Sample revised depth damage
relationships are shown in Figures 5-4.

Table 5-5. Summary of Supportive Reasoning and Assumptions by Expertsfor Structure
Value

Houses Types 1 and 2 Houses Type 3
Median house size of 1400 SF Median size of 24 ft by 60 ft (1200 SF)
Wood frame homes  Wood frame homes
Median house vaue of $90,000 with land - Median house vaue of $30,000 without land
Median land vaue of $20,000 - Median house age of 8 years
Median price without land is about $50 per - Finished floor is 3 ft above ground level
SF - 8ft cdling height
Median house age of 8 years - HVAC and sewer lines below finished floor
Type 2 has HVAC and sewer lines below - Percentages are of depreciated replacement
finished floor vaue of houses
Percentages are of depreciated replacement - Hood without flow ve ocity
vaue of houses - Severd days of flood duration
Flood without flow velocity - Food water is not contaminated, but has
Severd days of flood duration sediment without large debris
Flood water is not contaminated, but has - No septic fidld damages
sediment without large debris - Allow for cleanup cost
No septic field damages
Allow for cleanup cost
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Table 5-6. Percent Damageto a Resdential Structure Type 1. One-story Without Basement

on Slab

Depth

Initial Estimate: % Damage by Expert
1 2 3 4 o) 6 7

Aggregated Opinions
Min 25% 50% 75%

Max

-1.0
-0.5
0.0
0.5
10
15
20
30
4.0
50
6.0
70
80
9.0
10.0
11.0
12.0

40 00 30 00 00 00 00
40 00 50 00 00 00 00
50 00 100 50 00 100 00
100 400 120 70 100 130 450
150 400 250 90 200 150 550
200 400 280 11.0 300 200 550
300 400 350 130 300 200 60.0
400 400 350 150 400 300 600
480 400 400 250 700 500 650
530 650 400 400 700 850 70.0
650 650 450 500 700 850 75.0
680 700 750 700 800 900 750
700 750 800 900 800 900 750
730 850 950 1000 950 900 75.0
80.0 850 100.0 100.0 100.0 100.0 80.0
83.0 850 100.0 100.0 100.0 100.0 80.0
850 850 100.0 100.0 100.0 100.0 80.0

0.0 0.0 0.0 15

0.0 0.0 00 20

0.0 0.0 5.0 75

7.0 10.0 12.0 26.5

9.0 15.0 20.0 325
11.0 20.0 28.0 35.0
13.0 25.0 30.0 375
15.0 325 40.0 40.0
25.0 40.0 48.0 57.5
40.0 46.5 65.0 70.0
45.0 57.5 65.0 72.5
68.0 70.0 75.0 775
70.0 75.0 80.0 85.0
73.0 80.0 90.0 95.0
80.0 82,5 100.0 100.0
80.0 84.0 100.0 100.0
80.0 85.0 100.0 100.0

4.0
5.0
10.0
45.0
55.0
55.0
60.0
60.0
70.0
85.0
85.0
90.0
90.0
100.0
100.0
100.0
100.0

Depth

Revised Estimate: % Damage by Expert
1 2 3 4 D 6 7

Aggregated Opinions
Min 25% 50% 75%

Max

-1.0
-0.5
0.0
0.5
10
15
20
30
4.0
5.0
6.0
7.0
8.0
9.0
10.0
11.0
12.0

10 0.0 30 0.0 0.0 0.0 50

10 0.0 5.0 0.0 0.0 00 10.0
100 150 10.0 50 50 150 350
100 400 250 400 200 450 450
250 400 300 400 200 450 450
250 40.0 40.0 400 300 450 450
350 400 450 400 300 450 450
40.0 40.0 450 40.0 40.0 70.0 45.0
48.0 400 550 400 70.0 80.0 55.0
530 650 550 500 700 850 600
65.0 650 700 600 70.0 850 650
680 650 750 850 800 950 750
700 650 800 850 850 950 750
730 850 950 850 850 950 750
80.0 850 1000 850 850 950 800
83.0 850 1000 850 850 950 80.0
85.0 850 100.0 850 850 950 80.0

Confidence High High High High High High Hiagh
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0.0 0.0 0.0 20

0.0 0.0 0.0 3.0

5.0 75 10.0 15.0
10.0 225 40.0 42,5
20.0 275 40.0 42,5
25.0 35.0 40.0 425
30.0 37.5 40.0 45.0
40.0 40.0 40.0 45.0
40.0 44.0 55.0 62.5
50.0 54.0 60.0 67.5
60.0 65.0 65.0 70.0
65.0 715 75.0 82.5
65.0 72.5 80.0 85.0
73.0 80.0 85.0 90.0
80.0 82.5 85.0 90.0
80.0 84.0 85.0 90.0
80.0 85.0 85.0 90.0

5.0
10.0
35.0
45.0
45.0
45.0
45.0
70.0
80.0
85.0
85.0
95.0
95.0
95.0

100.0
100.0
100.0
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6.3.3.6. Sample Results of Content Depth-Damage Relationships

Background: The hydrologic conditions of the January 1997 flooding of the Feather River Basin were
used as the basis for developing thisvaue. These hydrologic conditions resulted into high-ve ocity
flooding coming from an intense rainfdl and alevee fallure,

Issues: What are the best estimates of the median percent damage vaues as a function of flood depth to
the content of resdentia structuresfor dl types? Also, what isthe confidence leve in the opinion of the
expert (Low, or Medium or High)?

The study is limited to resdentid structurd types asfollows
Types 1 and 2: one-story without basement on dab or one-story on piers and beams (i.e., raised
foundation), and
Type 3: mobile homes.

The experts discussed the issues that produced the assumptions provided in Table 5-7. In this study,

content depth-damage relationships were devel oped based on expert opinions as provided in the
sample Table 5-8. Sample revised depth damage relationships are shown in Figure 5-5.

Table 5-7. Summary of Supportive Reasoning and Assumptions by Expertsfor Content Value

Houses Types 1, 2 and 3

Asaguide, the insurance industry uses 70% ratio for the content to structure value
Median house vaue of $90,000 with land

Median land value of $20,000

Garage or shed contents are included

Median content age of 8 years

Percentages are of depreciated replacement value of contents

Flood without flow velocity

Severd days of flood duration

Flood water is not contaminated, but has sediment without large debris
Allow for cleanup cost

Insufficient time to remove (i.e. protect) contents
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Table 5-8. Percent Damage to Contents of Residential Structure Types1 and 2: One-story on
Slab or on Piersand Beams

Initial Estimate: % Damage by Expert

Aggregated Opinions

Depth 1 2 3 4 5 6 7 Min 25% D0% 75% Max
-1.0 05 00 30 00 00 100 00 00 0.0 00 18 10.0
-0.5 05 0.0 50 00 00 200 00 00 0.0 00 28 20.0
0.0 20 300 150 00 00 400 50 0.0 10 5.0 225 40.0
05 20 400 350 200 500 400 100 20 15.0 35.0 400 50.0
10 150 50.0 350 400 500 400 200 15.0 275 40.0 450 50.0
15 27.0 60.0 40.0 500 600 400 200 20.0 335 40.0 55.0 60.0
20 350 700 400 60.0 70.0 60.0 400 35.0 40.0 60.0 65.0 70.0
30 470 800 70.0 70.0 80.0 800 40.0 40.0 58.5 70.0 80.0 80.0
40 550 800 70.0 80.0 80.0 900 60.0 55.0 65.0 80.0 80.0 90.0
50 80.0 800 700 90.0 90.0 90.0 60.0 60.0 75.0 80.0 90.0 90.0
60 90.0 800 70.0 100.0 100.0 90.0 85.0 70.0 82.5 90.0 95.0 100.0
70 90.0 800 750 100.0 100.0 95.0 95.0 75.0 85.0 95.0 97.5 100.0
80 900 850 85.0 100.0 100.0 100.0 100.0 85.0 87,5 100.0 100.0 100.0
90 90.0 850 90.0 100.0 100.0 100.0 100.0 85.0 90.0 100.0 100.0 100.0
100 90.0 850 90.0 100.0 100.0 100.0 100.0 85.0 90.0 100.0 100.0 100.0
11.0 90.0 850 90.0 100.0 100.0 100.0 100.0 85.0 90.0 100.0 100.0 100.0
120 90.0 90.0 90.0 100.0 100.0 100.0 100.0 90.0 90.0 100.0 100.0 100.0

Revised Estimate: % Damage by Expert Aggregated Opinions

Depth 1 2 3 4 15} 6 7 Min 25% 50% 75% Max
-1.0 20 0.0 30 0.0 0.0 20 0.0 0.0 0.0 0.0 20 30
-05 20 0.0 50 5.0 0.0 50 0.0 0.0 0.0 20 5.0 50
00 150 200 150 100 100 300 50 50 10.0 15.0 175 30.0
05 200 300 350 200 300 400 200 20.0 20.0 300 325 40.0
10 250 500 350 400 450 40.0 20.0 20.0 30.0 400 425 50.0
15 250 600 400 500 600 40.0 30.0 25.0 35.0 40.0 55.0 60.0
20 300 700 400 600 70.0 600 400 30.0 40.0 60.0 65.0 70.0
30 400 800 70.0 700 750 800 400 40.0 55.0 70.0 77.5 80.0
40 500 800 70.0 80.0 800 900 60.0 50.0 65.0 80.0 80.0 90.0
50 500 800 70.0 90.0 90.0 900 60.0 50.0 65.0 80.0 90.0 90.0
60 850 800 700 950 90.0 90.0 70.0 70.0 75.0 85.0 90.0 95.0
70 900 800 750 950 90.0 95.0 100.0 75.0 85.0 90.0 95.0 100.0
80 900 850 850 950 90.0 950 100.0 85.0 87.5 90.0 95.0 100.0
90 900 850 900 950 90.0 95.0 100.0 85.0 90.0 90.0 95.0 100.0
100 900 850 90.0 95.0 90.0 950 100.0 85.0 90.0 90.0 95.0 100.0
110 900 850 90.0 950 90.0 950 100.0 85.0 90.0 90.0 95.0 100.0
120 900 850 90.0 95.0 90.0 950 100.0 85.0 90.0 90.0 95.0 100.0

Confidence hiogh  high  hich  hioh high  hiah  hiah
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6.3.3.7. Sample Results of Content-to-Structure Value Ratios

Background: The hydrologic conditions of the January 1997 flooding of the Feather River Basin were
used as the basis for developing thisvaue. These hydrologic conditions resulted into high-ve ocity
flooding coming from an intense rainfal and aleveefalure.

Issues: What are the best estimates of the median values of aresdential structure, its content, and their
ratios (CSVR) for dl types? Also, what is the confidence leve in the opinion of the expert (Low, or
Medium or High)?

The study is limited to resdentid structurd types asfollows
Types 1 and 2: one-gtory without basement on dab or one-story on piers and beams (i.e., raised
foundation), and
Type 3. mobile homes.

The experts discussed the issues that produced the assumptions provided in Table 5-9. In this study,
the best estimates of the median vaue of structures, the median value of contents, and theratio of
content to structure value were developed for these types based on expert opinions as provided in
sample Table 5-10. Sample CVSR's are shown in Figures 5-6.

Table 5-9. Summary of Supportive Reasoning and Assumptions by Expertsfor Content to
Structure Value Ratio

Houses Types 1, 2 and 3

Asaqguide, the insurance industry uses 70% rétio for the content to Structure value
Median house vaue of $90,000 with land

Median land value of $20,000

Garage or shed contents are included

Median content age of 8 years

Use depreciated replacement value of structure and contents

Insufficient time to remove (i.e. protect) contents
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Table 5-10. Value of Residential Structures, Contentsand Their Ratios (CSVR) for Types1

and 2. One-story on Slab or on Piersand Beams

Initial Estimate: % Damage by Expert Aggregated Opinions
lssue 1 2 3 4 5 6 Z Min 25% 50% 75% Max
Median Structure (K$)
Low 70.0 70.0 65.0 50.0 60.0 50.0 40.0 40.0 50.0 60.0 67.5 70.0
Best 90.0 1100 1060 70.0 70.0 60.0 70.0 60.0 70.0 70.0 98.0 110.0
High 110.0 2500 1750 90.0 80.0 80.0 90.0 80.0 85.0 90.0 1425 250.0
Median Content (K$)
Low 35.0 49.0 350 250 350 15.0 10.0 10.0 20.0 35.0 35.0 49.0
Best 50.0 77.0 410 50.0 40.0 200 20.0 20.0 30.0 41.0 50.0 77.0
High 65.0 175.0 70.0 80.0 450 250 250 25.0 35.0 65.0 75.0 175.0
CSVR
Low 0.50 0.70 054 050 058 030 025 0.25 0.40 0.58 0.52 0.70
Best 0.56 0.70 039 071 057 033 029 0.33 0.43 0.59 0.51 0.70
High 059 0.70 040 089 056 031 028 0.31 0.41 0.72 0.53 0.70
Revised Estimate: % Damage by Expert Aggregated Opinions
|ssue 1 2 3 4 5 6 Z Min 25% 50% 75% Max
Median Structure (K$)
Low 70.0 70.0 77.0 500 60.0 50.0 50.0 50.0 50.0 60.0 70.0 77.0
Best 90.0 80.0 820 700 70.0 60.0 70.0 60.0 70.0 70.0 81.0 90.0
High 110.0 90.0 94.0 90.0 80.0 75.0 90.0 75.0 85.0 90.0 92.0 110.0
Median Content (K$)
Low 35.0 49.0 40.0 250 350 150 10.0 10.0 20.0 35.0 37.5 49.0
Best 50.0 50.0 420 50.0 40.0 200 20.0 20.0 30.0 42.0 50.0 50.0
High 65.0 51.0 50.0 80.0 450 25.0 30.0 25.0 37.5 50.0 58.0 80.0
CSVR
Low 0.50 0.70 052 050 058 030 0.20 0.20 0.40 0.50 0.55 0.70
Best 056 0.63 051 071 057 033 029 0.29 0.42 0.56 0.60 0.71
High 059 0.57 053 089 056 033 0.33 0.33 0.43 0.56 0.58 0.89
Confidence High High Medium High High High High
Expert Opinion (CSVR)
1.00
0.80 A s
@ 0.60 - //\ —+—Low
% —8— Best
© 0.40 % @557 —&— High
0.20 : ‘
0.00 T T T T T T T T T T T T T T

Expert

@.\Q q(/’g\o <§\0 /\<’§\° @,5§~

Figure 5-6. Content to Structure Value Ratios (CSVR) for Types 1 and 2. One-story on Slab

or on Piersand Beams
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6.3.3.8. Sample Results of Vehicle Depth-Damage Relationship

Background: The hydrologic conditions of the January 1997 flooding of the Feather River Basin were
used asthe basis for developing thisvalue. These hydrologic conditions resulted into high-ve ocity
flooding coming from an intense rainfal and alevee falure.

Issues. What are the best estimates of the median percent damage vaues as a function of flood depth to
vehidlesfor dl types? Also, what is the confidence leve in the opinion of the expert (Low, or Medium
or High)?

The study islimited to resdentid vehicle classes as follows:
Type 1. sedan cars,
Type 2: pickup trucks, sports utility vehicles, and vans, and
Type 3. motorcycles.

The experts discussed the issues that produced the assumptions provided in Table 5-11. In this study,
the best estimates of the median vaue of vehicle depth-damage rel ationships were devel oped based on
expert opinions as provided in sample Table 5-12. Sample relationships are shown in Figure 5-7.

Table 5-11. Summary of Supportive Reasoning and Assumptions by Expertsfor Vehicle
Damage

VehiclesTypes1and 2
Median vehicle age of 5 years
Percentages are of depreciated replacement value of vehicles
Flood without flow velocity

Severd days of flood duration
Flood water is not contaminated, but has sediment without large debris
Allow for cleanup cost
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Table5-12. Percent Damageto a Vehicle Type 1. Sedan Cars

Initial Estimate: % Damage by Expert

Aggregated Opinions

Depth 1 2 3 4 5} 6 4 Min 25% 50% 75% Max
0.0 0.0 00 0.0 00 0.0 0.0 00 0.0 00 0.0 0.0 0.0
05 50 00 50 00 0.0 00 00 0.0 00 0.0 25 5.0
10 200 00 300 100 250 50 100 0.0 75 100 225 300
15 250 00 500 150 250 150 500 0.0 15.0 250 375 500
20 350 300 800 200 300 200 600 20.0 25.0 300 475 800
25 50.0 350 1000 40.0 70.0 400 700 35.0 40.0 50.0 70.0 100.0
30 600 400 1000 50.0 70.0 60.0 90.0 40.0 55.0 60.0 80.0 100.0
40 100.0 40.0 100.0 100.0 80.0 80.0 100.0 40.0 80.0 100.0 100.0 100.0
50 100.0 50.0 100.0 100.0 95.0 80.0 100.0 50.0 875 100.0 100.0 100.0

Revised Estimate: % Damage by Expert Aggregated Opinions

Depth 1 2 3 4 5 6 7 Min 25% 50% 75% Max
0.0 00 00 0.0 00 0.0 00 00 0.0 00 0.0 0.0 0.0
05 100 00 5.0 00 0.0 20 00 0.0 00 0.0 35 10.0
10 250 100 200 200 200 100 200 10.0 15.0 200 200 250
15 350 300 500 250 250 400 300 25.0 27.5 300 375 500
20 400 400 800 30.0 300 500 500 30.0 35.0 400 50.0 80.0
25 50.0 500 1000 40.0 60.0 600 700 40.0 50.0 60.0 65.0 100.0
30 600 100.0 100.0 50.0 70.0 80.0 80.0 50.0 65.0 80.0 90.0 100.0
40 100.0 100.0 100.0 100.0 100.0 80.0 100.0 80.0 100.0 100.0 100.0 100.0
50 100.0 100.0 100.0 100.0 100.0 80.0 100.0 80.0 100.0 100.0 100.0 100.0

Confidence High High High High High Mediur High
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/.

Conclusions

The expert-opinion icitation process was defined as aformd, heuristic process of obtaining
information or answers to specific questions about certain quantities, called issues, such as
unsatisfactory-performance rates, unsati sfactory- performance consequences and expected service life.
Higtorica, philosophica and andytica background on expert-opinion dicitation, its limitations, current
uses, and example gpplications relevant to different engineering, planning, and operations decisons
problems are provided in the report. The report provides guiddines on expert-opinion dicitation of
probabilities and consequences for Corps facilities for the use of planners, engineers, and others should
they choose to use expert judgment. Based on this review the following conclusions can be drawn:

1.

Judgement and expert opinion in the presence of uncertainty frequently rely on smple cognitive
heurigtics, the outcomes of which depend on the issues and experts that are selected for this
purpose. Although these cognitive heurigtics commonly achieve the intended god in most
circumstances, they can be a source of bias and sometimes error.

Expert-opinion dicitation should not be used in lieu of rigorous rdiability and risk andyticd
methods, but should be used to supplement them and to prepare for them. Also, it should be
used in cases where reliability and risk analytica methods are ingppropriate or inconsistent.

It should be preferably performed during a face-to-face meeting of members of an expert pand
that is developed specificdly for the issues under congderation. The meeting of the expert pand
should be conducted after communicating to the expert in advance to the meeting background
information, objectives, list of issues, and anticipated outcome from the meeting. In this
document, the different components of the expert-opinion dlicitation process are described, and
then the processitsdlf is outlined and discussed.

Because using expert judgment can be easily abused, the report provides guiddines for the use
of thistechnique and limitations of the method. Along with these guiddines, users are provided
with guidance that defines acceptable practice and usage of expert opinion in Stuations with a
scarcity of historica data.

The sdection of a scoring technique and an aggregation method of opinions should be made on
acase by case basis.

The report provides suggestions for avoiding pitfals based on previous critique of Delphi
techniques, methods of socid research, and the Standards for Educationa and Psychologica
Tedting of the American Psychologica Association.

99



8. References

10.

11.

12.

13.

14.

15.

Alpert, M., and Raiffa, H., 1982, "A Progress Report on the Training of Probability Assessors,” in
Kahneman, et d., (Eds.), Judgement Under Uncertainty, Heuristics and Biases, Cambridge
University Press, Cambridge, 294-306.

Amendola, A., 1986. System Rdiability Benchmark Exercise Parts| and 11, EUR-10696, EN/I,
Joint Research Center of Ispra, Italy.

American Indtitute of Aeronautics and Astronautics, 1998. Guide for Verification and Vaidation of
Computational Fluid Dynamics Smulation, AIAA G-077-1998.

American Psychologica Association, 1985. Standards for Educationa and Psychologica Testing,
Washington, DC.

Ang, A., and Tang, W., Probability Conceptsin Engineering Planning and Design, John Wiley, NY,
1975.

Ayyub, B.M., and Chao, R.-J.,, 1998. “Chapter 1. Uncertainty Modding in Civil Engineering with
Structurd and Rdiahility Applications” in Uncertainty Modding and Andlyssin Civil Engineering,
edited by B. Ayyub, CRC Press, 1-32.

Ayyub, B. M. 1994. "The Nature of Uncertainty in Structurd Engineering,” in Uncertainty Moddling
and Andyss. Theory and Applications, edited by Ayyub, and Gupta, North-Holland- Elsevier
Scientific Publishers, 195-210.

Ayyub, B. M., 1991. "Systems Framework for Fuzzy Setsin Civil Engineering,” internationa journa
of Fuzzy Sets and Systems, North-Holland, Amsterdam, 40(3), 491-508.

Ayyub, B. M., 1992. "Generdized Treatment of Uncertaintiesin Structurd Engineering." Analysis
and Management of Uncertainty: Theory and Applications, Edited by Ayyub and Gupta,
Elsevier Science Publisher, NY, 235-246.

Ayyub, B. M., and McCuen, R., Probability, Satigtics and Reliability for Engineers, CRC Press,
FL, 1997.

Ayyub, B. M., Fault Tree Analysis of Cargo Elevators Onboard Ships, BMA Engineering Report,
prepared for Naval Sea System Command, U.S. Navy, Crystal City, VA, 1992,

Ayyub, B. M., Handbook for Risk-Based Plant Integrity, BMA Engineering Report, prepared for
Chevron Research and Technology Corporation, Richmond, CA, 1993.

Ayyub, B. M., and Moser, D. A., 2000. Economic Consequence Assessment of Foodsin the
Feather River Basin of Cdifornia Using Expert-Opinion Elicitation, Technicad Report, Ingtitute for
Water Resources, USACE.

Ayyub, B. M., Riley, B. C., and Hoge, M. T., 1996. Expert Elicitation of Unsatisfactory-
Performance Probabilities and Consequences for Civil Works Facilities, Technical Report,
USACE, Rittsburgh Didtrict, PA.

Ayyub, B.M., (Editor), 1998, Uncertainty Modeling and Andysisin Civil Engineering, CRC Press.

100



16.

17.

18.
19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

31

32.

33.

34.

35.

36.
37.

Ayyub, B.M., and Gupta, M.M., (Editors), 1997, Uncertainty Anadyssin Engineering and the
Sciences. Fuzzy Logic, Statistics, and Neurd Network Approach, Kluwer Academic Publisher.
Ayyub, B.M., Guran, A., and Hadar, A., (Editors), 1997, Uncertainty Modeling in Vibration,
Control, and Fuzzy Andysis of Structurd Systems, World Scientific, 1997.

Balley, K. D., 1994. Methods of Social Research. The Free Press, Maxwel Macmillan, NY .
Beacher, G., Expert Elicitation in Geotechnicd Risk Assessment, USACE Draft Report, University
of Maryland, College Park, MD.

Bdl, T. E., and Esch, K., 1989. “The Space Shuttle: A Case of Subjective Engineering,” |IEEE
Spectrum, June 1989, 42-46.

Blair, A. N., and Ayyub, B. M., “Fuzzy Stochastic Cost And Schedule Risk Analysis: MOB Case
Study,” Proceddings of the Symposum on Very Large Hoating Structures, Elsveir, North Holland.
Blockley, D. 1., 1975, "Predicting the Likelihood of Structural Accidents,” Proceedings, Inditution
of Civil Engineers, London, England, 59, Part 2, 659-668.

Blockley, D. 1., 19793, "The Cdculations of Uncertainty in Civil Engineering,” Proceedings,
Ingtitution of Civil Engineers, London, England, 67, Part 2, 313-326.

Blockley, D. 1., 1979b, "The Role of Fuzzy Setsin Civil Engineering,” Fuzzy Sets and Systems, 2,
267-278.

Blockley, D. I., 1980, The Nature of Structural Design and Safety, Ellis Horwood, Chichester,
UK.

Blockley, D. I, Pilsworth, B. W. and Baldwin, J.F., 1983, "Measures of Uncertainty,” Civil
Engineering Systems 1, 3-9.

Bowles, D. 1990. "Risk Assessment in Dam Safety Decisonmaking.” Risk-Based Decison Making
in Water Resources, Proceedings of the Fourth Conference, Ed. by Y. Y. Hamesand E. Z.
Stakhiv, 254-83.

Brown, C.B.and Yao, J. T. P., 1983, "Fuzzy Sets and Structura Engineering,” Journal of
Structural Engineering, ASCE, 109(5), 1211-1225.

Brown, C. B., 1979, "A Fuzzy Safety Measure," Journal of Engineering Mechanics Division,
ASCE, 105(EM5), 855-872.

Brown, C. B., 1980, "The Merging of Fuzzy and Crigp Information,” Journa of Engineering
Mechanics Divison, ASCE, 106(EM1), 123-133.

Brune, R., Weingein, M., and Fitzwater, M., 1983. Peer Review Study of the Draft Handbook for
Human Rdliability Andysswith Emphasis on Nuclear Power Plant Applications” NUREG/CR-
1278.

Clemen, R. T., 1989. "Combining Forecasts. A Review and Annotated Bibliography,”
International Journal of Forecasting, 5, 559-583.

Colglazier, E. W., and Weetherwax, R. K., 1986. “Failure Estimates for the Space Shuittle,”
Abdtracts from the Society of Risk Analyss, annua meeting, Boston, MA, Nov. 9-12, 1986, 80.
Committee on Safety Criteriafor Dams, 1985. Safety of Dams. Flood and Earthquake Criteria
Nationa Academy Press, Washington, D.C.

Committee on the Safety of Existing Dams, 1983. Safety of Existing Dams, Evauation and
Improvement. Nationa Research Council, National Academy Press, Washington, D.C.

Cooke, R. M., 1986. “Problems with Empirical Bayes,” Risk Anaysis, 6(3), 269-272.

Cooke, R. M., 1991. Expertsin Uncertainty, Oxford Universty Press.

101



38.

39.

40.

41.

42.

43.

45.

46.

47.

48.

49,

50.

Sl

52.

53.

54.

55.

56.

57.

De Finetti, B., 1937, English Trandation in 1964 by H. Kyburg and H. Smokler (eds.). Sudiesin

Subjective Probabilities, Wiley, NY.

Defense Acquistion University, 1998. “Risk Management Guide,” Defense Systems Management

College Press, Fort Belvoir, VA

DeKay, M. L., and McCldland, G. H., 1993, “Predicting Loss of Life in Cases of Dam Failure and
-205.

Ferrdl, W. R., 1985. "Combining Individuas Judgments” in Wright, G. (Ed.), Behavioral Decision

Making, Plenum, NY.

Ferrdl, W. R, 1994. “Discrete Subjective Probabilities and Decison Analyss. Elicitation,

Cdlibration and Combination,” in, Wright, G., and Ayton, P. (Eds.), Subjective Probability, John

Wiley and Sons, NY.

Freeman, W. M., 1969. Readings from Scientific America: Science, Conflict and Society, San

Francisco, CA.

. French, S., 1985. Group Consensus Probability Digtributions: A Critica Survey,” J. M. Bernardo

et d (eds) Bayesan Statigtics, Elsevier, North Holland, 183-201.

Furuta, H., Fu, K. S,, and Yao, J. T. P., 1985, "Structural Engineering Applications of Expert
Systems,” Computer Aided Design, 17(9), 410-419.

Furuta, H., Shiraishi, N., and Yao, J. T. P., 1986, "An Expert System for Evauation of Structural
Durability," Proc. of fifth OMAE Symposium, 1, 11-15.

Gdanter, E., 1962. “The Direct Measurement of Utility and Subjective Probability,” American J. of
Psychology, 75, 208-220.

Genedt, C., and Zidek, J., 1986. “Combining Probability Digtributions: Critique and an Annotated
Bibliography,” Statistical Science, 1(1), 114-148.

Gustafson, D. H., Shukla, R. K., Delbecq, A., and Walgter, G. W., (1973). “A Comparative Study
of Differencesin Subjective Likelihood Estimates Made by Individuds, Interacting Groups, Delphi
Groups, and Nominal Groups,” Organizational Behavior and Human Performance, 9, 200-291.
Hddar, A, Guran, A., and Ayyub, B.M., (Editors), 1997, Uncertainty Modeling in Finite Element,
Fatigue, and Stability of Systems, World Scientific.

Hartford, D.N.D., How Safe is Your Dam? Isit Safe Enough?, B.C. Hydro, Maintenance,
Engineering, and Projects, Burnaby, BC, 1995.

Hemer, O., 1968. “Andysis of the Future: The Delphi Method,” and “ The Delphi Method — An
[llugtration,” in J. Bright (ed.), Technologica Forecasting for Industry and Government, Prentice
Hall, Englewood Cliffs, NJ.

Henley, E. J., and Kumamoto, H., Reliability Engineering and Risk Assessment, Prentice-Hall, Inc.,
Englewood Cliffs, N.J., 1981.

Horwich, P., 1987, Asymmetriesin Time: Problemsin the Philosophy of Science, MIT Press,
Cambridge, MA.

Ishizuka, M., Fu, K. S, and Yao, J. T. P., 1981, "A rule-Inference Method for Damage
Assessment,” ASCE Preprint 81-502, ASCE, St. Louis, Missouri.

Ishizuka, M., Fu, K. S, and Yao, J. T. P., 1983, "Rule-Based Damage Assessment System for
Exiging Structures” Solid Mechanics Archives, 8, 99-118.

Itoh, S., and Itagaki, H., 1989, "Application of Fuzzy-Bayesan Andydsto Structurd Reiahility,”
the proceedings of the Fifth International Conference on Structural Safety and Reliability,

102



Risk Anadlyss 1996 Annud Mesting, McLean, VA.



79.

80.

81.

82.

83.

84.

85.

86.
87.

88.

89.
90.

91.

92.

93.

94.

95.

96.

97.

98.

99.

Ponce, V. M., 1989. Engineering Hydrology Principles and Practices. Prentice-Hal,

Englewood Cliffs, NJ, 640 p.

Preysd C, and Cooke, R., 1989. “ Expert Judgment: Subjective and Objective Datafor Risk

Anaysisfor Space-flight Systems,” Proceedings PSA 1989, Fittsburg, PA, April 2-7, 1989.

Ramsey, F, 1931. “Truth and Probability,” in Braithwaite (ed.), The Foundation of Mathematics,

Kegan Paul, London, 156-198.

Reichenbach, H., 1951. The Rise of Scientific Philosophy, Universty of Cdifornia Press, 1968

edition.

Rowe, G., 1992. "Pergpectives on Expertise in Aggregation of Judgments,” in Wright, G., and

Bolger, F. (Eds.), Expertise and Decision Support, Plenum Press, NY, 155-180.

Sackman, H., 1975. Delphi Critique: Expert Opinion, Forecasting and Group Process, Lexington

Books, Lexington, MA.

Samet, M. G., 1975. “Quantitative Interpretation of Two Quadlitative Scales Used to Rate Military
-202.

Science, 1983. Volume 222, No. 4630, p. 1293, December 23, 1983.

Shiraishi, N. and Furuta, H., 1983, "Rdliability Anadyss Based on Fuzzy Probability,” Journal of

Engineering Mechanics, ASCE, 109(6), 1445-1459.

Shiraishi, N. Furuta, H., and Sugimoto, M., 1985, "Integrity Assessment of Structures Based on

Extended Multi-Criteria Analysis, " Proc. of the fourth ICOSSAR, Kobe, Japan.

Smithson, M., 1988, Ignorance and Uncertainty, Springer-Verlag, New York, NY.

Spetzler, C. S, and Stael von Holgtein, C.-A. S., 1975. “Probability Encoding in Decison

Analyss” Management Science, 22(3).

Thys, W., 1987. Fault Management. PhD Dissartation, Delft Universty of Technology, Delft.

Trauth, K. M., Hora, S. C., and Guzowski, R. V., 1993. Expert Judgement on Markers to Deter

| nadvertent Human Intrusion into the Waste Isolation Filot Plant, Report SAND92-1382, Sandia

National Laboratories, Albuguerque, NM.

U.S. Bureau of Reclamation, Policy and Procedures for Dam Safety Modifications, USBR,

Denver, 1989.

U.S. Army Corps of Engineers, 1965. Standard Project Flood Determinations. Civil Engineer

Bulletin No. 52-8, Engineering Manua EM 1110-2-1411.

U.S. Army Corps of Engineers, 1982. Nationa Program of Inspection of Nonfederd Dams, Fina

Report to Congress, Engineering Report ER 1110-2-106.

U.S. Army Corps of Engineers, 1997. Guiddinesfor Risk-based Assessment of Dam Safety, Draft

Engineering Pamphlet EP 1110-1-X X, CECW-ED.

U.S. Interagency Advisory Committee on Water Data, Hydrology Subcommittee, 1982.

Guiddines for Determining Flood Flow Frequency. Bulletin No. 17B, USGS, Reston, VA.

Wiggins, J,, 1985. ESA Safety Optimization Study, Hernandez Engineering, HEI-685/1026,

Houston TX.

Winkler, R.N and Murphy, A., 1968, "Good Probability Assessors," Journal of Applied

Meteorology, Val. 7, 751-758.

100. Yao, J. T. P. and Furuta, H., 1986, "Probabilistic Treatment of Fuzzy Eventsin Civil
Engineering,” Probabilistic Engineering Mechanics, 1(1), 58-64.

104



101.Yao, J. T. P., 1979, "Damage Assessment and Rdliability Evaduation of Exigting Structures”
Engineering Sructures, England, 1, 245-251.
102. Yao, J. T. P, 1980, "Damage Assessment of Existing Structures,” Journal of Engineering
Mechanics Division, ASCE, 106(EM4), 785-799.
103. Zadeh, L. A., 1965, "Fuzzy Sets," Information and Control, 8, 338-353.
104. Zadeh, L. A., 1968, "Probability Measures of Fuzzy Events™ J. of Math. Analysis, 23, 421-
427.
105. Zadeh, L. A., 1973, "Outline of a New Approach to the Analysis of Complex Systems and
Decison Processes," |EEE Transactions on Systems, Man and Cybernetics, SMC-3(1), 28-44.
106. Zadeh, L. A., 1975, "The Concept of Linguigtic Variable and Its Application to Approximate
Reasoning,”" Parts|, Il and 111, Information and Control, Vol. 8, pp. 199-249, 301-357, Val. 9,
pp. 43-80.
107.Zadeh, L. A., 1987, "Fuzzy Sets as aBassfor aTheory of Posshility,” Fuzzy Sets and Systems,
1, 3-28.
108.Zadeh, L. A., Fu, K. S, Tanaka, K. and Shimara, J., 1975, Fuzzy Sets and Their Application to
Cognitive and Decision Processes, Academic Press, New York, N.Y.

105



